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KEYNOTE 1:   

Dr. Yuichi Nakamura 
 

NEC Corporation, Japan  

 

 
DX AND DATA LINKAGE PLATFORM USE CASES IN SMART CITY 

PROJECTS  

 
Abstract - One major advantage of digital transformation (DX) is the ability to help 

create new services through the extraction of more detailed and essential information 

through the Integration across digitized data items of heterogeneous origins and of 

different kinds. Realizing this inevitably requires a mechanism for linking 

heterogeneous data items from different sources for efficient utilization. A smart city is 

a technologically modern urban area that uses different types of electronic methods 

and sensors to collect significant big data. Collected data and data analysis in smart 

cities could change efficiency of the city, remarkably. This talk introduces an open 

platform for linking data items of many different kinds and reports its usage in a couple 

of smart city projects. Additionally, the potential of quantum computers as an 

advanced component of DX in smart city projects is presented.  

 

Speaker Bibliography - Dr. Yuichi Nakamura received his B.E. in information 

engineering and M.E. in electrical engineering from the Tokyo Institute of Technology 

in 1986 and 1988, respectively. He received his PhD. from the Graduate School of 

Information, Production and Systems, Waseda University, in 2007. He joined NEC Corp. 

in 1988 and he led NEC’s research about embedded system design, HPC, 

communication systems and quantum technologies as a general manager and a 

vice president of NEC research and development. Currently, he is a senior executive 

professional of NEC Corp. He is also a guest professor at Kyushu University, Waseda 

University and Tokyo University and an invited professor at Osaka University. He has 

more than 30 years of professional experience in electronic design automation, signal 

processing, supercomputer design, combinational optimization and quantum 

computing. 
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KEYNOTE 2:   

Assoc. Prof. Dr. Afandi Ahmad  
 

Provost, UTHM Pagoh Branch Campus  

 

 
FUTURE-PROOF ENGINEERING EDUCATION TOWARDS SMART 

SOCIETY 

 
Abstract - Whilst the concept of a smart society is widely discussed, it continues to 

encounter numerous macro and micro challenges. Emerging trends and 

technologies, such as artificial intelligence, the Internet of Things (IoT), and smart 

infrastructure, are transforming industries and societies, presenting both opportunities 

and obstacles. To achieve the vision of a smart society, which requires a cross-

disciplinary approach, higher education—particularly engineering education—plays 

a crucial role. This involves integrating the design, implementation, and evaluation of 

science and technology applications into educational frameworks.  

 

This keynote session will explore five (5) core pillars essential for future-proofing 

engineering education in the context of a smart society:  

 

Student-centered Learning: Fostering personalized and engaging learning 

experiences tailored to individual student needs.  

 

Contextual Practice: Embedding real-world applications and industry practices within 

the curriculum to ensure relevance and applicability.  

 

Professional Competency: Equipping graduates with the necessary skills and 

knowledge to excel in their professional careers.  

 

Digital Learning: Utilising advanced digital technologies to enhance both teaching 

and learning processes.  

 

Value-based Education: Promoting ethical and sustainable values to prepare 

engineers for responsible innovation.  

 

Although this session focuses on engineering education, the proposed ideas and 

principles can also benefit and be applied to other disciplines. By adopting these core 

pillars, various fields of study can enhance their educational frameworks, ensuring that 

graduates are well-equipped to contribute to the development of a smart society. 

Attendees will gain valuable insights into how educational institutions can proactively 

adapt to the evolving demands of a smart society. The session aims to cultivate a new 

generation of engineers who are not only technically skilled but also visionary leaders 

capable of driving transformative change. 
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Speaker Bibliography - Afandi Ahmad received a PhD in computer engineering from 

Brunel University, London U.K., in 2010 with various awards, and specialised in 

reconfigurable computing architecture for medical diagnostic imaging. He is an 

associate professor in the computer engineering cluster at the Department of 

Electronic Engineering, Faculty of Electrical and Electronic Engineering, Universiti Tun 

Hussein Onn Malaysia. Afandi is currently the Provost at the UTHM Pagoh Campus. 

Previously, he contributed a significant role in institutional leadership as Assistant Vice 

Chancellor (Strategic Planning and Corporate Relations) and Deputy Vice Chancellor 

(Student Affairs and Alumni). 

 

Afandi has published one book, 71 journal articles and conference proceedings, and 

35 articles in the national mass media. He has also received 48 awards in leadership 

and services, teaching and learning, and research and development. He has also 

successfully supervised students and completed their research with high-impact 

industrial recognition. Afandi recently completed his sabbatical attachment as a 

visiting scholar in the discipline of institutional leadership and higher education policy 

at the Faculty of Engineering and Built Environment, Universiti Sains Islam Malaysia, 

Aalborg-UNESCO Centre for Problem-Based Learning in Engineering Science & 

Sustainability, Aalborg University, Denmark and the Teaching & Learning Laboratory, 

Faculty of Engineering & IT, The University of Melbourne, Australia. 

 

 

 

 

 
 



 

 

 

 

 

 

Invited Speaker 1:   

Datuk Ir. Dr.  Leong Siew Mun 

  

SENA Traffic System Sdn Bhd   

 

 
THE FUTURE AND RELIABLE INTELLIGENT TRANSPORT SYSTEM   

 
Abstract -Intelligent Transport System or ITS has been developed for more than few 

decades. It started with simple computerized traffic control system and progressed 

into an integrated ICT system. With the advent of cloud computing technology, big 

data analytics, internet of things and mobile applications in this age of digital 

revolution, ITS underwent further with tremendous new transformation.  This 

transformation process brings many positive changes to the realm of ITS and has 

changed the landscape and eco-system of ITS. This transformation process is still 

ongoing with new technologies emerging.  What then could this lead to and what 

future ITS can we expect? Will the future ITS with all new emerging disruptive 

technologies be reliable? This paper attempts to address these issues by outlining the 

path towards future ITS and explore what is the likely focus of the future ITS. At the 

same time, this paper will also look at the factors affecting reliability how the viscous 

cycle of major critical factors needs to be addressed.  

 

Speaker Bibliography - Datuk Leong Siew Mun is a Professional Engineer and 

Chartered Engineer. He obtained his Doctor of Philosophy from Renssellear 

Polytechnic Institute, USA, specializing in the field of intelligent transportation system 

(ITS) and its application in urban management. He was the former Executive Director 

of City Hall Kuala Lumpur and has accumulated more than 35 years of project 

management and road transport infrastructure planning and operation experience.  

 

He is currently the visiting Professor and chair holder of the University Tun Hussein Onn 

Malaysia - SENA Smart City Research & Development Chair as well as the Adjunct 

Professor for the Civil Engineering Department of University Malaya.  He is also the 

group technical advisor for SENA group of companies. He is actively involved in Asia 

Pacific ITS activities locally or abroad. Besides as one of the board members of Asia 

Pacific ITS and ITS Malaysia, he also holds other portfolio in many professional 

institutions. As the Chairman of the National Committee on ISO/TC204 for Malaysia, he 

leads a committee responsible for the standardization of ITS standards for Malaysia.  
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Invited Speaker 2:  

Mrs Karen Savarimuthu   

 

Head of Academia Development   

ViTrox Technologies Sdn Bhd   

 

 
REVOLUTIONIZING INDUSTRIES, THE TRANSFORMATIVE POWER OF 

SMART SYSTEMS IN THE IOT ERA   

 
Abstract - The convergence of smart systems and the Internet of Things (IoT) heralds a 

revolutionary epoch of technological advancement, poised to redefine industries 

and elevate daily living to unprecedented heights. This presentation will unravel the 

foundational principles and cutting-edge innovations within smart systems designed 

for IoT applications. We will navigate through the intricate architecture of IoT, 

emphasizing seamless connectivity and data symbiosis between devices. By 

showcasing transformative real-world applications, we will illustrate the profound 

impact of smart systems across diverse sectors such as agriculture, smart cities, and 

industrial automation. We will delve into pioneering topics, including the deployment 

of advanced sensors, the integration of edge computing, and the infusion of artificial 

intelligence to forge systems that are not only responsive but also adaptive, enabling 

real-time decision-making. Moreover, this presentation will offer a glimpse into future 

trajectories and the potential global impact of smart IoT systems on society and the 

economy. Embark on this journey with us to uncover the transformative power of smart 

systems in the IoT realm, driving a wave of innovation and efficiency in our 

interconnected world. 

 
Speaker Bibliography - Karen graduated with honors in Information Technology from 

Harris University, United States, and earned an MBA from MMU. With 24 years of 

experience, she has developed expertise in information technology, customer 

experience management, data center management, and Industry 4.0 solutions. Her 

career began at Standard Chartered Bank, UK, and includes roles at MIMOS Berhad, 

JARING Communications Sdn Bhd, and ViTrox Corporations Berhad. 

 

Karen's expertise covers big data, network management, cloud computing, smart 

factory solutions, and academic development. At V-ONE, she focuses on strategic 

academia development, forming cross-industry alliances, and preparing professionals 

for future technological advancements. She also has extensive experience in 

consulting, training, and developing technology solutions, with a strong commitment 

to advancing Industry 4.0 and addressing future business challenges. 
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General Chair I : Assoc. Prof. Ir. Dr. Abd Kadir Mahamad 

General Chair II : Prof. Dr. Shingo Yamaguchi (Japan) 

Executive Conference Chair I 

(SMC Malaysia Chapter Vice Chair) 

: Mohd Helmy Abd Wahab 

Executive Conference Chair II : Prof. Dr. Yoshinobu Tamura (Japan) 
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  Dr. Tasiransurini Ab Rahman - Chair 
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Abstract—In the digital era with a data explosion, 

classification techniques have become a primary aspect of 

machine learning, especially in Supervised Learning methods. 

These techniques allow computers to learn from existing data 

and apply their knowledge to classify new data based on 

patterns found in the training data. Although algorithms such 

as Support Vector Machine (SVM) and Naïve Bayes are 

reliable in many cases, they are not always optimal due to data 

complexity. This study evaluates the performance of various 

models and applies optimization techniques to enhance model 

performance across different datasets. The study uses three 

different datasets: academic data from the Faculty of 

Engineering at Universitas Islam Riau (UIR), tweet data from 

the social media platform X, and diabetes disease data from 

Kaggle. Each model is tested with a 70:30 data split, employing 

techniques such as SMOTE, Hyperparameter Optimization 

with Optuna, and XGBoost to improve model performance. 

The combination of SMOTE with SVM or GNB shows 

significant improvement in accuracy, precision, recall, and F1-

Score when optimization techniques are applied. For instance, 

the use of SMOTE, SVM, and Optuna achieves 100% accuracy 

on academic data, 97% on Twitter data, and 80% on diabetes 

data. Similarly, the combination of SMOTE, GNB, and 

XGBoost provides significant improvement. This study 

concludes that the application of optimization techniques like 

Optuna and the integration with algorithms such as XGBoost 

significantly enhance the performance of classification models 

across various datasets. This opens up opportunities for the 

development of more advanced and effective classification 

models in the future and makes a significant contribution to 

understanding the use of classification algorithms in various 

practical applications. 

Keywords—Machine Learning, SVM, GNB, Optuna, 

XGBoost 

I. INTRODUCTION 

In the digital era filled with an explosion of data, 
classification techniques have become one of the main 
aspects of Machine Learning, especially in Supervised 
Learning methods [1] These techniques allow computers to 
learn from existing data and then apply their knowledge to 
distinguish and classify new data based on patterns found in 
the training data [2]. The main goal is to empower programs 
to distinguish and classify new observations based on 
patterns hidden in the existing training data [3]. In the 
classification process, algorithms learn from past experiences 
and then apply their insights to classify new data into 
predefined categories [4] 

 

Although classification algorithms such as Support 
Vector Machine (SVM) and Naïve Bayes have proven their 
reliability in many cases, they do not always provide optimal 
performance in all contexts. 

Previous research, such as that conducted by [5], [6], 
highlights the variations in the performance of SVM and 
Naïve Bayes, depending on the type of data used. For 
example, when faced with the PeduliLindungi application 
dataset on the Google Play Store, SVM provided an accuracy 
of 80.5%, while Naïve Bayes achieved 76.9%. Then, when 
these algorithms were applied to the Twitter dataset, SVM 
accuracy increased to 87% and Naïve Bayes reached 83% 
[7]. Additionally, both have been used to predict cable TV 
payments, where Naïve Bayes achieved an impressive 
accuracy of 96%, while SVM only reached 66% [8]. 

However, fluctuations in this accuracy are often caused 
by the complexity of the data faced [9]. Therefore, this 
research aims to explore various models of Naïve Bayes and 
SVM algorithms, as well as apply techniques such as 
SMOTE [10], Hyperparameter Optuna [11], and XGBoost 
[12] to increase model performance. This study utilizes three 
different datasets: academic data from the Faculty of 
Engineering, Islamic University of Riau (UIR), tweet data 
from social media X, and diabetes disease data from Kaggle. 
Each model is tested using a 70:30 data split. 

The main goal of this research is to develop effective 
classification models to improve accuracy across various 
types of datasets. By combining careful experiments with 
the application of state-of-the-art techniques in Machine 
Learning, this study aims to provide a deeper understanding 
of the performance of classification algorithms in diverse 
data contexts. Through this research, it is also expected to 
pave the way for the development of more sophisticated and 
effective classification models in the future, and also make a 
significant contribution to the understanding of the use of 
classification algorithms in various practical applications. 
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II. METHOD 

In picture 1, the developed model for testing can be seen. 

  

 
 
Fig. 1. Model Development 

A. Dataset 

The dataset in this study consists of 2 datasets. The first 
dataset is academic data from the Faculty of Engineering, 
Islamic University of Riau in 2016. Dataset 1 comprises 
1282 records of students who have completed their thesis 
courses. Dataset 2 is sourced from social media X and 
includes 10,001 records. Dataset 3 is obtained from diabetes 
disease data on Kaggle, containing 768 records. 

B. Labelling 

Labeling data in dataset 1 involves 4 categories: DropOut 
(DO), Graduated On Time, Graduated Late, and Stopped. 
The labeling process follows these rules: 

1. A student is labeled as DropOut (DO) if they exceed 
the specified time limit of 14 semesters or if they commit 
a serious violation. 
2. A student is labeled as Graduated On Time if they 
graduate in semester 7, 8, or 9. 
3. A student is labeled as Graduated Late if they graduate 
after 9 semesters. 
 4. A student is labeled as Stopped if they do not register
 for a thesis or if they discontinue their studies in a 
specific semester. 
 
Dataset 2 consists of Twitter data categorized into 3 

labels: positive, negative, and neutral sentiments. Dataset 3 
is divided into 2 labels: diabetes and non-diabetes. In the 
labeling process of this study, each label is not balance, so 
data balancing is performed using the SMOTE method. 
SMOTE (Synthetic Minority Over-sampling Technique) is 
an oversampling technique where new minority class 
instances are generated to match the number of majority 
class instances [13]. 

C. Preprocessing 

Dataset 1 and 3, after being labeled, the data 
standardization is taking place using the Standard Scaler. 

The Standard Scaler is applied to ensure data has a 
consistent scale and range. Additionally, the Standard Scaler 
has another benefit which is more stable handling of outliers 
compared to some other normalization methods. Outliers 
can heavily influence other normalization methods, but the 
Standard Scaler relies on mean and standard deviation, 
which are less affected by extreme values. Meanwhile, 
Dataset 2 uses data cleaning, case folding, text 
normalization, tokenizin, filtering, and stemming  [14]. 

D. Model 

Then this research conducted several test with 
various models, table 1 represent the model that constructed 
in this research 

TABLE I.  EXPERIMENTS CONDUCTED IN THIS RESEARCH 

No Researcher Trial Accuracy 

1 [15] Support Vector Machine 
(SVM) Algorithm 

85.40% 

2 [16] SVM + Hyperparameter 
(Random Search) 

63.81% 

3 [17] SVM + XGBoost 79% 

4 - SVM + XGBoost + 
Hyperparameter 

- 

5 [18] Gaussian Naive Bayes 
(GNB) Algorithm 

96% 

6 [19] GNB + Hyperparameter 
(Genetic Algorithm) 

93.2% 

7 [12] GNB + XGBoost 81.55% 

8 - GNB + XGBoost + 
Hyperparameter 

- 

 
Table 1 presents the experimental results from some 

studies applying various combinations of classification 
algorithms and optimization techniques on different 
datasets. From the table, it can be seen that research using 
the Gaussian Naive Bayes (GNB) algorithm achieved the 
highest accuracy at 96%. However, there is variation in 
accuracy results among other studies. For instance, using the 
Support Vector Machine (SVM) algorithm with 
Hyperparameter optimization (Random Search) only 
achieved an accuracy of 63.81%, which is significantly 
lower compared to GNB. This finding highlights the 
importance of selecting appropriate classification algorithms 
and optimization techniques to achieve optimal accuracy in 
data classification tasks. However, there are 2 models that 
have not been found from previous research that combine 
this, namely SVM + XGBoost + Hyperparameter and GNB 
+ XGBoost + Hyperparameter. This research will use 
Optuna as the hyperparameter used in this research  

Optuna is a library that can automate the process of 
parameter tuning. Not only that automate this process, but 
Optuna also includes effective search algorithms that make 
the search process more efficient [11]. 

E. Performance Evaluation 

The performance evaluation in this study involves 
assessing various classification models such as SVM and 
GNB, as well as combinations of optimization techniques 
like Optuna and XGBoost, across three distinct datasets. 
Metrics including accuracy, precision, recall, and F1-Score 
are employed to comprehensively evaluate model 
effectiveness. Accuracy measures the overall correctness of 
predictions relative to the total number made. Precision 
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gauges the accuracy of positive predictions, indicating how 
many correctly predicted positives exist among all positive 
predictions. Recall assesses the completeness of positive 
predictions by determining how many actual positive 
instances were correctly identified by the model. The F1-
Score, being the harmonic mean of precision and recall, 
provides a balanced measure that considers both metrics. 
This evaluation framework aims to understand each model's 
capability to handle diverse datasets and identifies optimal 
combinations of optimization techniques to enhance 
performance. Additionally, analyzing prediction errors helps 
uncover scenarios where models struggle and identifies 
underlying data patterns contributing to these errors. Such 
insights contribute to refining classification models for 
future applications across varied data contexts. 

III. RESULT AND DISCUSSION 

The results of the research are as follows: 

TABLE II.  SVM DATA AKADEMIK 

Model Accuracy Precision Recall F1-Score 

SMOTE + SVM 
Linier 

91% 91% 91% 91% 

SMOTE + SVM + 
Optuna 

100% 100% 100% 100% 

SMOTE + SVM + 
XGBoost 

95% 96% 95% 95% 

SMOTE + SVM + 
Optuna + 
XGBoost 

100% 100% 100% 100% 

 
Table 2 presents the evaluation results of various 

classification models applied to academic data using the 
Support Vector Machine (SVM) algorithm. The finding 
shows that using the SMOTE technique alongside linear 
SVM achieves an accuracy of 91%, with corresponding 
precision, recall, and F1-Score all at the same level. 
Furthermore, combining SMOTE with SVM and using the 
optimization algorithm Optuna results in perfect accuracy of 
100%, along with precision, recall, and F1-Score also 
reaching 100%. Moreover, employing SMOTE with SVM 
and XGBoost yields an accuracy of 95%, with precision at 
96%, recall at 95%, and F1-Score at 95%. Finally, utilizing 
a combination of SMOTE, SVM, Optuna, and XGBoost 
also achieves perfect accuracy of 100%, with optimal 
precision, recall, and F1-Score rates. From the table, it can 
be concluded that employing optimization techniques such 
as Optuna and combining them with the XGBoost algorithm 
significantly enhances the performance of classification 
models on this academic dataset. 

TABLE III.  SVM DATA TWITTER 

Model Accuracy Precision Recall F1-Score 

SMOTE + SVM 
Linier 

94% 94% 94% 94% 

SMOTE + SVM + 
Optuna 

96% 96% 96% 96% 

SMOTE + SVM + 
XGBoost 

93% 93% 93% 93% 

SMOTE + SVM + 
Optuna + 
XGBoost 

97% 97% 97% 97% 

 
Table 3 presents the evaluation results of various 

classification models applied to data from the Twitter 

platform using the Support Vector Machine (SVM) 
algorithm. The results show that using the SMOTE 
technique alongside linear SVM achieves an accuracy of 
94%, with precision, recall, and F1-Score all at the same 
level. Furthermore, combining SMOTE with SVM and 
employing the Optuna optimization algorithm increases the 
accuracy to 96%, with optimal precision, recall, and F1-
Score. Next, employing SMOTE with SVM and the 
XGBoost algorithm results in an accuracy of 93%, with 
consistent precision, recall, and F1-Score rates. Finally, 
using a combination of SMOTE, SVM, Optuna, and 
XGBoost achieves the highest accuracy of 97%, with 
optimal precision, recall, and F1-Score rates. From the table, 
it can be concluded that utilizing optimization techniques 
such as Optuna and integrating them with the XGBoost 
algorithm significantly enhances the performance of 
classification models on Twitter data. 

TABLE IV.  SVM DATA DIABETES 

Model Accuracy Precision Recall F1-Score 

SMOTE + SVM 
Linier 

78% 78% 78% 78% 

SMOTE + SVM + 
Optuna 

80% 80% 80% 80% 

SMOTE + SVM + 
XGBoost 

73% 73% 73% 73% 

SMOTE + SVM + 
Optuna + 
XGBoost 

77% 78% 77% 77% 

 
Table 4 presents the evaluation results of various 

classification models applied to diabetes-related data using 
the Support Vector Machine (SVM) algorithm. The results 
indicate that using the SMOTE technique alongside linear 
SVM achieves an accuracy of 78%, with precision, recall, 
and F1-Score all at the same level. Furthermore, combining 
SMOTE with SVM and employing the Optuna optimization 
algorithm increases the accuracy to 80%, with optimal 
precision, recall, and F1-Score. However, using SMOTE 
with SVM and the XGBoost algorithm results in slightly 
lower accuracy at 73%, with consistent precision, recall, and 
F1-Score rates. Finally, using a combination of SMOTE, 
SVM, Optuna, and XGBoost achieves an accuracy of 77%, 
with relatively stable precision, recall, and F1-Score rates. 
From the table, it can be concluded that utilizing 
optimization techniques such as Optuna and integrating 
them with the XGBoost algorithm improves the 
performance of classification models on diabetes data, 
although the accuracy levels vary depending on the 
combination used. 

TABLE V.  GNB DATA ACADEMIC 

Model Accuracy Precision Recall F1-

Score 

SMOTE + GNB 90% 90% 90% 90% 

SMOTE + GNB + 
Optuna 

91% 91% 91% 91% 

SMOTE + GNB + 
XGBoost 

95% 96% 95% 95% 

SMOTE + GNB + 
Optuna + 
XGBoost 

91% 91% 91% 91% 

 
Table 5 shows the evaluation results of various 

classification models applied to academic data using the 
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Gaussian Naive Bayes (GNB) algorithm. From the table, it 
is observed that using the SMOTE technique alongside 
GNB achieves an accuracy of 90%, with precision, recall, 
and F1-Score all at the same level. When combined with the 
Optuna optimization algorithm, the accuracy slightly 
increases to 91%, maintaining optimal precision, recall, and 
F1-Score. Furthermore, employing SMOTE with GNB and 
the XGBoost algorithm yields the highest accuracy of 95%, 
with precision at 96% and recall and F1-Score at 95%. 
However, using a combination of SMOTE, GNB, Optuna, 
and XGBoost maintains accuracy at 91%, with consistent 
precision, recall, and F1-Score rates. From the table, it can 
be concluded that utilizing optimization techniques such as 
Optuna and integrating them with the XGBoost algorithm 
significantly enhances the performance of classification 
models on academic data. The accuracy levels vary 
depending on the combination used, highlighting the 
importance of selecting appropriate techniques for specific 
datasets. 

TABLE VI.  GNB DATA TWITTER 

Model Accuracy Precision Recall F1-Score 

SMOTE + GNB 68% 74% 69% 67% 

SMOTE + GNB + 
Optuna 

50% 77% 50% 44% 

SMOTE + GNB + 
XGBoost 

81% 85% 81% 80% 

SMOTE + GNB + 
Optuna + 
XGBoost 

54% 78% 54% 50% 

 
Table 6 depicts the evaluation results of several 

classification models applied to Twitter data using the 
Gaussian Naive Bayes (GNB) algorithm. The results show 
that using the SMOTE technique alongside GNB achieves 
an accuracy of 68%, with precision at 74%, recall at 69%, 
and F1-Score at 67%. However, when this combination is 
supplemented with the Optuna optimization algorithm, the 
accuracy decreases to 50%, with precision at 77%, recall at 
50%, and F1-Score at 44%. Furthermore, employing 
SMOTE with GNB and the XGBoost algorithm improves 
accuracy to 81%, with precision at 85%, recall at 81%, and 
F1-Score at 80%. However, using a combination of 
SMOTE, GNB, Optuna, and XGBoost results in lower 
accuracy at 54%, with precision at 78%, recall at 54%, and 
F1-Score at 50%. From the table, it can be concluded that 
utilizing optimization techniques such as Optuna and 
integrating them with the XGBoost algorithm can enhance 
the performance of classification models on Twitter data, 
although there is variation in accuracy levels depending on 
the combination used. 

TABLE VII.  GNB DATA DIABETES 

Model Accuracy Precision Recall F1-

Score 

SMOTE + GNB 75% 75% 75% 75% 

SMOTE + GNB + 
Optuna 

73% 74% 73% 73% 

SMOTE + GNB + 
XGBoost 

73% 75% 73% 73% 

SMOTE + GNB + 
Optuna + XGBoost 

80% 81% 80% 80% 

 

Table 7 presents the evaluation results of several 
classification models applied to diabetes-related data using 
the Gaussian Naive Bayes (GNB) algorithm. From the table, 
it can be seen that using the SMOTE technique alongside 
GNB achieves an accuracy of 75%, with precision, recall, 
and F1-Score all at the same level. However, when this 
combination is supplemented with the Optuna optimization 
algorithm, the accuracy slightly decreases to 73%, with 
precision, recall, and F1-Score remaining stable. Similarly, 
using SMOTE with GNB and the XGBoost algorithm yields 
similar results, with accuracy and other evaluation metrics 
remaining relatively stable around 73%. However, the 
combination of SMOTE, GNB, Optuna, and XGBoost 
improves accuracy to 80%, with optimal precision, recall, 
and F1-Score. From the table, it can be concluded that 
utilizing optimization techniques such as Optuna and 
integrating them with the XGBoost algorithm can enhance 
the performance of classification models on diabetes data, 
although there is variation in accuracy levels depending on 
the combination used. 

Based on the evaluation results from those tables, it can 
be concluded that the use of optimization techniques such as 
Optuna and integration with the XGBoost algorithm 
consistently improves the performance of the classification 
model, regardless of the nature and type of data used. 

To give more comprehensive analysis, this study include 
several key aspects. Firstly, performance comparison 
evaluations of various classification models such as SVM 
and GNB, as well as combinations of optimization 
techniques like Optuna and XGBoost, were conducted on 
three different datasets. Model performance was measured 
using metrics such as accuracy, precision, recall, and F1-
Score to identify which models performed best in the 
context of each dataset. The findings indicate that the model 
combining SMOTE, SVM, and Optuna achieved the best 
results with 100% accuracy on the academic dataset. On the 
Twitter dataset, the combination of SMOTE, SVM, and 
Optuna+XGBoost achieved the highest accuracy of 97%, 
while on the diabetes dataset, the combination of SMOTE, 
GNB, and Optuna+XGBoost achieved 80% accuracy. 

The influence of optimization techniques was also 
deeply analyzed. Optuna was utilized for hyperparameter 
optimization, significantly increase the performance of the 
classification models by helping to find the best parameter 
sets that maximize accuracy and other evaluation metrics. 
Additionally, the integration of XGBoost, known for its 
ability to handle imbalanced data and improve model 
performance, also showed significant performance 
improvements in several datasets. 

Error analysis was conducted to understand prediction 
errors in the model, including false positives and false 
negatives. This analysis helps in comprehending specific 
conditions where the model fails and identifying patterns or 
data characteristics that lead to these errors. It is crucial for 
improving models in the future. 

Performance variation based on datasets was also 
analyzed. The classification models showed the best 
performance on the academic dataset, achieving the highest 
accuracy of 100%. Despite the Twitter dataset being more 
complex and diverse, the optimized models also 
demonstrated very good performance, indicating that the 
optimization techniques used are effective in handling 
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varied social media text data. On the diabetes dataset, model 
performance showed greater variation, with the best model 
achieving 80% accuracy. This suggests that medical data 
may require specific approaches and more optimization to 
achieve optimal performance. 

With this much deeper approach, this research not only 
provides performance evaluation results but also a 
comprehensive analysis of how and why certain models 
outperform others. It offers further insights into research 
directions in the future as well. 

IV. CONCLUSION 

Overall, the evaluation results from the tables shows the 
relative performance of various classification models in 
processing different datasets. Meanwhile, the conclusions 
provide an overview of the use of optimization techniques 
and recommendations for future research. 

The evaluation results provide concrete information 
about the accuracy, precision, recall, and F1-Score from each 
classification model on the datasets used. This helps assess 
the relative performance of each model and algorithm 
combination with clear evaluation metrics. 

On the other hand, the conclusions provide a summary of 
these findings and explore further implications. This includes 
recommendations for future research, such as the 
development of more advanced optimization techniques or 
exploring models on more diverse datasets. Conclusions may 
also include a brief reflection on the key findings and their 
relevance in wider research contexts. 
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