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For research article 

Benchmarking 21 Open-Source Large Language Models for Phishing Link Detection 

with Prompt Engineering 

Response to Reviewer 1 Comments 
 

Comment 1: The benchmarking is based on only one balanced dataset, meaning the results 

may not generalize to more datasets or broader scenarios. 

Response 1: We acknowledge the reviewer’s valid concern regarding dataset generalizability. 

As noted explicitly in the revised manuscript, we included a Limitations subsection in Section 

5 that addresses this issue clearly. Due to practical computational constraints—evaluating 21 

models with four prompt strategies (totaling 84 runs)—we utilized a balanced subset of 1000 

URLs (500 phishing and 500 legitimate) from the publicly available Hannousse and Yahiouche 

dataset [21] which can be accessed via Mendeley Data at 

https://data.mendeley.com/datasets/c2gw7fy2j4/3 (accessed on 23 April 2025). . While this 

sample size provided statistically meaningful results, we recognize it as a limitation and 

explicitly state in our discussion: "One limitation of our study is the dataset size—while 1000 

URLs provided statistically meaningful results for comparing models and prompts, a larger 

evaluation or different dataset (e.g., unseen phishing campaigns or non-English URLs) would 

be valuable to confirm the generality of our conclusions." Future work could indeed extend our 

findings by using larger and more diverse datasets to further validate the robustness and 

generalizability of our results. 

Comment 2: The challenges of this work and the technical contributions beyond the empirical 

efforts should be clarified. 

Response 2: We appreciate this feedback and agree that clarifying the challenges and 

contributions strengthens our manuscript. In the revised Introduction (Section 1, second last 

paragraph), we now clearly state the novelty and contributions of our study. Specifically, we 

highlight that our work is the first comprehensive benchmarking evaluation of 21 open-source 

LLMs specifically for phishing URL detection. This contrasts with prior research, which 

predominantly utilized traditional machine learning techniques or proprietary language models. 

Additionally, we have added an explanation in the beginning of the Related Work section 

(Section 2) to better position our contributions within existing research. Here, we explain that 

our empirical insights—such as the effectiveness of prompt engineering techniques specifically 

in cybersecurity tasks and the competitive performance of open-source models relative to 

proprietary alternatives—are novel and meaningful advancements not previously reported. 

These clarifications clearly articulate the technical contributions of our work beyond mere 

empirical efforts. 

 

https://data.mendeley.com/datasets/c2gw7fy2j4/3


Response to Reviewer 2 Comments 
 

Comment 1: The abstract is concise and informative, outlining the problem, methodology, 

results, and key findings. A minor suggestion: explicitly mention the dataset used and that no 

fine-tuning was done, which reinforces the contribution. 

Response 1: We thank the reviewer for this helpful suggestion. In the revised manuscript, we 

have updated the abstract to explicitly mention that our evaluation was performed using the 

publicly available phishing URL dataset. Additionally, we now clearly highlight that no fine-

tuning or additional training of the models was conducted, reinforcing the zero-shot, prompt-

based approach as a distinctive aspect of our study.  

 

Comment 2: Expand Dataset Evaluation: Consider cross-validation or use of multiple 

phishing datasets for robustness. 

Response 2: We appreciate the reviewer’s suggestion and acknowledge this as a limitation of 

our current work. As explicitly stated in the newly added Limitations subsection (Section 5.4), 

while our balanced dataset of 1000 URLs (500 phishing, 500 legitimate) provided statistically 

meaningful comparative results, we recognize that it is of moderate scale, cross-validation or 

evaluation on multiple phishing datasets would further validate the robustness and 

generalizability of our findings. We explain that due to computational constraints (21 models 

× 4 prompt strategies = 84 model-runs, each run taking substantial time), we focused on a 

balanced sample of 1000 URLs to make the experiments feasible; however, we clearly suggest 

that future studies should expand on our work by incorporating multiple datasets and broader 

evaluation frameworks to enhance robustness. In Section 5.4 (Limitations and error analysis), 

we now explicitly state: “Another important limitation is the size of the evaluation set. Our 

experiments were conducted on a balanced subset of 1,000 URLs (500 phishing and 500 

legitimate) drawn from a larger publicly available benchmark dataset. While this subset is 

sufficient for meaningful benchmarking and comparative analysis across prompt strategies and 

model families, it may not fully reflect performance in real-world deployments. The decision to 

use 1,000 samples was driven by practical computational constraints: with 21 models and 4 

prompting strategies, a full factorial experiment required 84 independent model runs, each 

incurring non-trivial inference time and GPU cost. Despite the moderate scale, we observed 

consistent trends across models—particularly in the relative performance of prompt types and 

model sizes—suggesting robustness of findings. We acknowledge this as a limitation and 

encourage future work to expand the empirical base.” 

In Section 5.6 (Future improvements and research), we now explicitly state: “To enhance 

generalizability, future work should explore evaluations on larger-scale datasets, include 

examples from evolving phishing techniques, and consider multilingual or context-rich 

phishing attacks. To further improve reliability, future work should consider incorporating 

cross-validation or resampling techniques to evaluate how results vary across different subsets 



of phishing data. This would help mitigate sampling bias and allow more robust statistical 

comparisons between model-prompt combinations. Moreover, while this study employed a fixed 

evaluation set with deterministic model outputs, it did not include formal statistical significance 

testing. Future research could benefit from applying non-parametric tests—such as the 

Wilcoxon signed-rank or Friedman test—to rigorously compare model performance across 

prompt strategies, especially in studies involving cross-validation or multiple datasets.” We 

also assure readers that the trends observed (such as the relative ranking of prompt strategies 

or the performance gap between model sizes) were quite pronounced, suggesting that they 

would likely persist with more data, but we stop short of claiming absolute generality. By 

openly discussing this, we address the reviewer’s concern and set the stage for future work to 

test our findings on larger scales. 

 

Comment 3: Statistical Significance: Include tests to compare prompts across models. 

Response 3: We acknowledge the importance of statistical significance testing as suggested by 

the reviewer. Given our deterministic evaluation setup (fixed URL set and fixed model 

outputs), formal statistical tests were not included in the current manuscript. However, we agree 

this would strengthen the rigor of our results. In the revised manuscript Section 5.6 (Future 

improvements and research), we now explicitly suggest that future studies should incorporate 

statistical tests such as the Wilcoxon signed-rank test or Friedman tests to robustly compare 

prompting strategies across models, particularly if multiple datasets or cross-validation splits 

are utilized. 

 

Comment 4: Add Explainability Layer: Even a qualitative assessment of explainability (what 

features LLMs focus on) would add value. 

Response 4: We appreciate the reviewer’s insightful suggestion. We agree that explainability 

is critical, particularly for security-sensitive applications such as phishing detection where 

users and practitioners must trust automated decisions. While our current work focuses on 

benchmarking the performance and efficiency trade-offs of prompt-based classification across 

a wide set of open-source LLMs, we acknowledge that the inclusion of even a qualitative 

explainability layer would further enhance the utility and interpretability of our findings. In 

response, we have added a dedicated statement in Section 5.6 (Future improvements and 

research) discussing this limitation and outlining specific directions for incorporating 

explainability. We propose that future studies apply post-hoc interpretability techniques such 

as attention-based visualization, input attribution (e.g., SHAP, LIME), or saliency map overlays 

to better understand which lexical or structural elements of URLs the LLMs rely on when 

making predictions. Additionally, model-generated rationales—especially under chain-of-

thought prompting—could be systematically analyzed to extract patterns in reasoning behavior, 

which may serve as a proxy for implicit feature focus. This type of explainability analysis 

would not only provide transparency for users and stakeholders but could also help identify 

model failure modes (e.g., overreliance on superficial patterns or spurious correlations). We 



also see value in exploring hybrid approaches where LLM outputs are combined with symbolic 

rule-based methods to produce more interpretable and robust decisions. 

While out of scope for the current benchmarking study, we believe the inclusion of 

explainability frameworks represents an important and promising extension of this work, and 

we now clearly articulate this in the manuscript. 

 

Comment 5: Output Normalization: Clarify if prompt responses were truncated, normalized, 

or filtered for consistency in parsing. 

Response 5: We thank the reviewer for this important clarification request. We would like to 

note that the manuscript already describes the output parsing strategy in detail in Section 3.4 

(Prompt Engineering Techniques). Specifically, we explain that all prompts were designed to 

elicit concise outputs—ideally a single label such as “Phishing” or “Legitimate.” During 

inference, we parsed the model outputs by identifying these target keywords. For some models, 

we included explicit formatting instructions (e.g., “Answer with just 'Phishing' or 'Legitimate'”) 

to promote consistency. When models returned more verbose responses, we applied simple 

keyword-based parsing rules to extract the final label. For example, if the output included 

statements like “This appears to be a phishing link because...”, the label was counted as 

“Phishing.” We did not truncate responses or apply normalization beyond this rule-based 

classification. We believe this strategy is clearly stated and sufficient to ensure consistent 

interpretation across models and prompt types. 

 

Comment 6: Include Hardware Specs: Precise configuration details (e.g., GPU type, RAM, 

inference framework like Hugging Face Transformers) are critical for reproducibility. 

Response 6: We fully agree with the reviewer’s point on reproducibility. In the revised 

manuscript (Section 3.2—Hardware and Environment), we explicitly detail the hardware and 

software used for model inference: “Inference was conducted on a system comprising four 

NVIDIA RTX A6000 GPUs, each offering 49 GB of memory, running with CUDA version 12.6 

and NVIDIA Driver version 560.35.05. For most inference tasks, a single GPU was used 

actively, while the remaining GPUs remained idle. The level of GPU utilization varied 

depending on the model’s parameter size and the applied quantization strategy. On average, 

each model instance utilized around 2–3 GB of GPU memory. Power usage ranged from 15W 

during idle periods to approximately 278W under full computational load, with GPU 

temperatures reaching up to 76°C during intensive inference sessions. All inference tasks were 

executed using Python-based scripts, with Ollama employed to efficiently serve quantized 

models on GPU. For models that either exceeded available GPU memory or lacked 

compatibility with CUDA-based libraries, execution was automatically redirected to CPU, 

which considerably increased inference latency. This setup reflects realistic deployment 

conditions for local open-source LLMs, emphasizing the importance of memory efficiency, 

power consumption, and hardware resource management.” 



Response to Reviewer 3 Comments 
 

Comment 1: The paper could be improved by a more complete and clearer explanation of the 

experimental apparatus, such as a clearer justification for why 21 models were chosen and 

how the four prompting techniques were specifically selected. 

Response 1: We thank the reviewer for highlighting the need for clarity regarding model 

names, selection criteria, and configuration details. In the revised manuscript, we have 

significantly improved the explanation of the evaluated models in the subsection “Open-

Source LLMs Evaluated” (Section 3.1). Rather than presenting models as isolated names, we 

now group them by family (e.g., Meta LLaMA, Google Gemma, Alibaba Qwen, Microsoft Phi, 

DeepSeek, and Mistral) and provide a clear description of each variant’s origin, size, intended 

use case, and rationale for inclusion. For example, we clarify that “Llama3.3_70B” is one of 

the latest 70-billion parameter variants derived from Meta’s LLaMA 3 family, and that 

Gemma2 and Phi refer to open-source models from Google and Microsoft, respectively—

designed for multilingual and reasoning tasks. 

We also explain that the selected models span a broad range of parameter sizes (from 1.5B 

to 70B) and reflect diversity in design objectives and development sources. The goal was to 

capture a representative cross-section of the current open-source LLM landscape while 

enabling meaningful comparison across model scales and prompting strategies. 

 

Comment 2: The discourse surrounding chain-of-thought prompting requires enhancement. 

Precisely, the authors must elucidate the reasons for this approach's significant inadequacy in 

the context of phishing URL detection and offer further analysis or conjectures concerning the 

noted decline in both F1-score and operational efficiency. 

Response 2: We appreciate the reviewer’s interest in this finding, and we have expanded the 

discussion to address it. In Subsection 5.2 (Prompting Strategies Matter: Few-Shot 

Outperforms Chain-of-Thought) of the revised manuscript, we devote a paragraph to 

analyzing the chain-of-thought (CoT) prompting results. We explain that CoT prompting, 

which forces the model to generate a reasoning process, appears to cause the model to be 

overly cautious or to deviate from the straightforward classification task. Specifically, we 

observed that many models tended to label nearly every URL as “phishing” when asked to 

reason step-by-step, perhaps because while reasoning they encountered suspicious patterns and 

defaulted to a cautious stance. This led to a surge in false positives (high recall but very low 

precision), dragging down the F1-score. We mention that this aligns with our observations of 

the outputs: the models produced long explanations and often concluded with “Therefore, it is 

a phishing link” even for benign URLs. We also note in the discussion that a few models 

(notably the Gemma2 series) handled CoT better, likely because those models were fine-tuned 

to follow instructions and produce reasoned answers without losing track of the final 

question. We cited an existing work on LLM “hallucinations” and over-explanation (added as 



reference [23]) to support our hypothesis. In summary, we now provide a clear hypothesis: CoT 

prompting can lead the model to apply memorized rules too broadly or misjudge context when 

forced to explain, which in a binary classification like this can severely skew the output. This 

explanation in the Discussion directly addresses the reviewer’s request for insight into the CoT 

performance drop. 

 

Comment 3: The description of the presentation of the dataset and the preprocessing 

operations used requires strengthening, along with a thorough exploration of how the biases 

that might be inherent within the phishing URL dataset are being handled, alongside an 

analysis of the dataset's limitations in fully capturing the nuances of real phishing attacks. 

Response 3: We appreciate this important point and have added clarifications in Section 3.3 

(Dataset and Preprocessing) line 284 and 297, Section 5.4 (Limitations and error analysis) line 

821, and Section 5.6 (Future improvements and research) line 857. The revised manuscript 

now explicitly acknowledges that the balanced phishing dataset used—while curated to reduce 

bias—does not fully represent the complexity of real-world attacks (e.g., obfuscated URLs, 

tracker parameters, multilingual content). We explain that our approach focuses on raw URL 

string classification without contextual metadata to simulate a content-free detection scenario. 

Furthermore, we note that since our test set is fixed and curated, the evaluation may not reflect 

adversarially crafted or evolving threats. We encourage future studies to include dynamic and 

multilingual phishing campaigns to further assess generalizability. 

 

Comment 4: Evaluation metrics, while clearly defined, are explained almost exclusively in 

terms of F1-score. It would be intriguing to incorporate a more nuanced error analysis (e.g., 

types of misclassification, false negatives in security-critical applications) that might help 

understand the practical consequences of deploying these models. 

Response 4: We thank the reviewer for this thoughtful suggestion. While F1-score was used 

as the main comparative metric due to the balanced nature of our dataset, the manuscript also 

includes extensive discussion of precision and recall to offer a more nuanced view of model 

behavior. As described in Section 4.1, we report trends where models tend to have higher 

precision than recall in most prompt settings, indicating a conservative bias—correctly 

identifying legitimate URLs but occasionally missing phishing ones (false negatives). We 

further highlight examples where recall was prioritized (e.g., under chain-of-thought 

prompting) at the cost of increased false positives, which is particularly relevant for security-

critical tasks. Notably, we provide an in-depth case analysis of the best-performing models 

(e.g., Llama3.3_70b, Gemma2_27b) showing their precision-recall balance, helping to 

contextualize their real-world applicability. These observations are also supported visually in 

Figures 3–6 and are discussed in the context of operational implications (e.g., trade-offs 

between catching all phishing attempts vs. minimizing false alarms). Thus, we believe the 

manuscript addresses the spirit of the reviewer’s request through both quantitative metrics and 

practical interpretation. 



 

Comment 5: The model size, accuracy, and efficiency trade-off is a key contribution of the 

paper; however, the discussion can be further improved by proposing specific solutions (e.g., 

knowledge distillation and model ensemble methods) to mitigate computational expenses for 

real-world deployment. 

Response 5: We appreciate this forward-looking comment and have enhanced Section 5.3 

(Model Size vs. Efficiency Trade-off) to address it more concretely. In the revised manuscript, 

we now propose specific practical strategies to mitigate computational costs without 

significantly compromising classification performance. First, in line 760, we introduce 

knowledge distillation as a promising solution—where a large, accurate model (e.g., LLaMA 

70B) can generate pseudo-labels on unlabeled data to train a smaller, faster student model. This 

technique can retain much of the large model’s decision quality while dramatically reducing 

inference time and resource requirements. Second, in line 766, we discuss the potential of 

ensemble methods, where multiple mid-sized models (e.g., 7–13B) are combined to improve 

robustness and accuracy. These ensembles could be deployed in a cascading manner—using a 

lightweight model for initial filtering and escalating uncertain cases to a stronger model. We 

also highlight that certain mid-sized models such as Mistral-small 24B and Gemma2 27B 

already approached the performance of 70B models in our experiments (line 772), further 

supporting the case for deploying optimized architectures over brute-force scale. These 

revisions provide both theoretical and practical avenues for efficient real-world adoption and 

directly address the reviewer’s recommendation. 

 

Comment 6: There needs to be more incorporation of visual data, such as figures and 

heatmaps, into the text, such that important observations derived from these results are 

succinctly summarised and connected to the overall narrative of the research. 

Response 6: We have revised the figure captions and cross-references. Taking Figure 2 as an 

example, its caption now reads: “Precision-Recall scatter plot for each model under different 

prompting strategies. Each point represents a model’s performance (Precision vs. Recall) for 

a given prompt method; points clustered toward the upper-right indicate high balanced 

accuracy (F1-score).” This provides a clearer description of the axes and the meaning of the 

figure without requiring the reader to infer details from the text. We applied similar 

improvements to other figures:  

• Figure 1. Average F1-score achieved by all models under each prompting method. This 

bar chart summarizes the mean performance of each prompt strategy—zero-shot, role-

playing, chain-of-thought, and few-shot—across all evaluated models. Higher bars 

indicate stronger overall effectiveness of a prompt method for phishing URL 

classification. 

• Figure 3. Inference time vs. model size plotted on a log-log scale. Each point represents 

a model, where the x-axis denotes the number of model parameters (in billions) and the 

y-axis shows the average inference time per URL (in seconds). This visualization 



highlights the computational trade-offs between model size and inference speed, with 

annotations for selected models to aid interpretation. 

• Figure 4. Heatmap of F1-scores for each model under different prompting strategies. 

Rows represent individual LLMs, and columns correspond to prompt methods. Cell 

color intensity indicates the F1-score (darker cells represent higher values). This matrix 

allows visual comparison of model performance across prompt strategies, helping to 

identify models that respond well to specific types of prompting. 

Furthermore, we carefully went through the manuscript to ensure that all figures and tables are 

cited in the text in the correct order. Each figure is introduced in the text before it appears, 

guiding the reader on what to observe. These edits make the paper more reader-friendly and 

ensure that the visuals are understandable on their own, addressing the reviewer’s concerns. 

 

Comment 7: The paper should critically discuss the possible limitations and future research 

avenues, especially in terms of adversarial robustness and practical issues associated with 

incorporating open-source large language models into current cybersecurity infrastructure. 

Response 7: We thank the reviewer for this important observation. The revised manuscript 

already includes a dedicated subsection on limitations and error analysis (Section 5.4), where 

we explicitly discuss potential failure points in the models’ behavior—including their 

susceptibility to adversarial or obfuscated URLs, limitations in handling homograph attacks, 

and challenges with unseen phishing strategies. We further acknowledge that current open-

source LLMs may not possess inherent mechanisms for interpreting domain-specific security 

cues unless exposed to them during training. 

In Section 5.6 (Future improvements and research), we also explore avenues for improving 

adversarial robustness and operational deployment. Specifically, we propose the evaluation of 

adversarial prompting, URL mutation, and typosquatting attacks to test model resilience. We 

highlight the opportunity to employ adversarial training or rule-based heuristics in conjunction 

with LLM outputs to enhance system robustness. Practical deployment considerations are also 

discussed, including the integration of open-source LLMs into cybersecurity pipelines, the need 

for efficiency, and ongoing fine-tuning to keep up with emerging threats. These sections 

together provide a critical and forward-looking assessment of real-world applicability, directly 

addressing the reviewer’s concern. 

 

 

 

 

 



Response to Reviewer 4 Comments 
 

Comment 1: The paper lacks details on prompt template designs and preprocessing steps. 

Without this information, replicability is limited. 

Response 1: We thank the reviewer for pointing out this important issue. In the revised 

manuscript (Section 3.4 – Prompt Engineering Techniques), we now provide detailed listings  

of the prompt templates used for each of the four strategies: zero-shot, role-playing, chain-of-

thought, and few-shot. For each strategy, we include template prompt and clarify how URLs 

were embedded within these prompts. We also elaborate on our minimal preprocessing steps—

namely, ensuring URLs were treated as standalone inputs, escaping special characters where 

needed, and omitting any additional metadata. These clarifications aim to enhance transparency 

and reproducibility. 

 

Comment 2: How were model parameters configured during inference? These choices can 

significantly impact results. 

Response 2: In the revised manuscript (Section 3.2—Hardware and Environment), we 

explicitly detail the hardware and software used for model inference: “Inference was conducted 

on a system comprising four NVIDIA RTX A6000 GPUs, each offering 49 GB of memory, 

running with CUDA version 12.6 and NVIDIA Driver version 560.35.05. For most inference 

tasks, a single GPU was used actively, while the remaining GPUs remained idle. The level of 

GPU utilization varied depending on the model’s parameter size and the applied quantization 

strategy. On average, each model instance utilized around 2–3 GB of GPU memory. Power 

usage ranged from 15W during idle periods to approximately 278W under full computational 

load, with GPU temperatures reaching up to 76°C during intensive inference sessions. All 

inference tasks were executed using Python-based scripts, with Ollama employed to efficiently 

serve quantized models on GPU. For models that either exceeded available GPU memory or 

lacked compatibility with CUDA-based libraries, execution was automatically redirected to 

CPU, which considerably increased inference latency. This setup reflects realistic deployment 

conditions for local open-source LLMs, emphasizing the importance of memory efficiency, 

power consumption, and hardware resource management.” 

 

Comment 3: The assertion that "few-shot prompting consistently delivers the highest 

accuracy" conflicts with some results. Exceptions should be discussed.  

Response 3: We thank the reviewer for highlighting these points. The revised Section 4.1 now 

explicitly discusses exceptions to the general trend of few-shot superiority. For instance, we 

note that some models (e.g., Llama3_70b) performed slightly better in zero-shot than in few-

shot prompting. We present these results alongside a caveat that “few-shot prompting generally 

yields the best performance, though not universally.”  



 

Comment 4: The claim that "closed-source models face practical limitations" is not fully 

supported. While API costs are mentioned, no quantitative comparison is provided. 

Response 4: We appreciate the reviewer’s suggestion to provide a more concrete comparison 

of costs. In the revised manuscript (Section 1, Introduction), we have expanded our discussion 

of closed-source model limitations by including a quantitative estimate based on current GPT-

4o pricing. Specifically, we note that classifying 1,000 phishing URLs with GPT-4o would cost 

approximately $0.60, assuming an average of 100 input tokens and 5 output tokens per request. 

This estimate includes $0.005 per 1,000 input tokens and $0.02 per 1,000 output tokens, based 

on OpenAI’s published pricing. In contrast, open-source models incur no per-query costs once 

deployed locally, apart from electricity and hardware amortization. This cost difference 

underscores the long-term scalability advantage of open models for high-volume or real-time 

security applications. We have updated the relevant paragraph to reflect this comparison. 

 

Comment 5: Figure 3 (inference time vs. model size) uses a log-log scale but lacks units for 

axes, making trends harder to interpret. 

Response 5: Thank you for catching this. In the revised manuscript, we have updated the 

caption of Figure 3. Inference time vs. model size plotted on a log-log scale. Each point 

represents a model, where the x-axis denotes the number of model parameters (in billions) and 

the y-axis shows the average inference time per URL (in seconds). This visualization highlights 

the computational trade-offs between model size and inference speed, with annotations for 

selected models to aid interpretation. This provides a clearer description of the axes and the 

meaning of the figure without requiring the reader to infer details from the text.  

 

Comment 6: Figure 4’s heatmap lacks a color legend, complicating interpretation of F1-score 

magnitudes. 

Response 6: We have corrected this issue in the revised version of the caption of Figure 4. 

Heatmap of F1-scores for each model under different prompting strategies. Rows represent 

individual LLMs, and columns correspond to prompt methods. Cell color intensity indicates 

the F1-score (darker cells represent higher values). This matrix allows visual comparison of 

model performance across prompt strategies, helping to identify models that respond well to 

specific types of prompting. We ensured Figure 4 is introduced by noting in the text: “As 

illustrated in Figure 4, the heatmap provides a visual overview of performance across all 

models and prompt types, where warmer colors indicate higher F1-scores. One can quickly 

spot that the column corresponding to few-shot prompting has generally warmer colors (higher 

performance) across most models, confirming the superiority of few-shot prompting.” By doing 

this, we guide the reader on how to interpret the heatmap and what the main trends are. We also 

cross-check that every figure and table mentioned appears in sequence. These steps ensure that 



the results are presented clearly and that the reader can easily connect the discussion in the text 

with the data in our tables and figures. 

 

Comment 7: No discussion of scalability limitations: deploying 70B models at scale may be 

impractical for many organizations due to hardware constraints. 

Response 7: We have addressed this point in Section 5.3 (Model Size vs. Efficiency Trade-

off). The updated discussion explicitly considers the memory and latency costs of running 70B 

models, noting that their deployment may be infeasible for organizations without access to 

high-end GPUs or distributed infrastructure. We propose alternatives, including the use of mid-

sized models (e.g., 24–27B), quantization, knowledge distillation, and ensemble strategies to 

balance performance and resource usage. 

 

Comment 8: Hardware specifications (e.g., GPU type, memory) and software versions are 

omitted, hindering replication. 

Response 8: In the revised manuscript (Section 3.2—Hardware and Environment), we 

explicitly detail the hardware and software used for model inference: “Inference was conducted 

on a system comprising four NVIDIA RTX A6000 GPUs, each offering 49 GB of memory, 

running with CUDA version 12.6 and NVIDIA Driver version 560.35.05. For most inference 

tasks, a single GPU was used actively, while the remaining GPUs remained idle. The level of 

GPU utilization varied depending on the model’s parameter size and the applied quantization 

strategy. On average, each model instance utilized around 2–3 GB of GPU memory. Power 

usage ranged from 15W during idle periods to approximately 278W under full computational 

load, with GPU temperatures reaching up to 76°C during intensive inference sessions. All 

inference tasks were executed using Python-based scripts, with Ollama employed to efficiently 

serve quantized models on GPU. For models that either exceeded available GPU memory or 

lacked compatibility with CUDA-based libraries, execution was automatically redirected to 

CPU, which considerably increased inference latency. This setup reflects realistic deployment 

conditions for local open-source LLMs, emphasizing the importance of memory efficiency, 

power consumption, and hardware resource management.” 

 

Comment 9: The use of 4-bit quantization for large models is mentioned but not explored in-

depth regarding its impact on accuracy-latency trade-offs. 

Response 9: In Section 5.3 and 5.5, we now elaborate on the role of 4-bit quantization. We 

explain that it was used to reduce memory consumption and enable deployment of 70B models 

on available hardware. We also discuss that quantization may slightly affect model output (e.g., 

introducing rounding noise), but empirical results showed no significant drop in F1-score 

compared to unquantized runs, while yielding major efficiency gains. This trade-off is 

emphasized as a practical consideration for scalable deployment. 



Comment 10: The papers in the introduction of the paper are old and insufficient, and the 

background description needs to cite more papers. The following paper needs to be cited: 

"From Sample Poverty to Rich Feature Learning: A New Metric Learning Method for Few-

Shot Classification" 

Response 10: We appreciate the suggestion and have updated the introduction and related work 

sections to include more recent studies on LLM applications and few-shot learning strategies. 

Specifically, we now cite the suggested paper ("From Sample Poverty to Rich Feature 

Learning...") to support the discussion on few-shot prompting: “This challenge echoes similar 

findings in computer vision, where few-shot classification has shown that performance can be 

greatly enhanced by better feature representation and metric learning techniques, even under 

data-scarce conditions.” We thank the reviewer for this helpful addition. 
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