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Preface 

The 3rd International Conference on Smart Computing and Cyber Security— 
Strategic Foresight, Security Challenges and Innovation (SMARTCYBER 2023) 
took place in Kyungdong University Global Campus, Gosung, Gangwondo, South 
Korea, during June 28–29, 2023. It was hosted by the Department of Smart 
Computing, Kyungdong University, Global Campus, South Korea. 

The SMARTCYBER is a premier international open forum for scientists, 
researchers, and technocrats in academia as well as in industries from different parts 
of the world to present, interact, and exchange the state of the art of concepts, proto-
types, innovative research ideas in several diversified fields. The primary focus of 
the conference is to foster new and original research ideas and results in the five 
board tracks: Smart Computing Concepts, Models, Algorithms, and Applications, 
Smart Embedded Systems, Bio-Inspired Models in Information Processing, Tech-
nology, and Security. This is an exciting and emerging interdisciplinary area in which 
a wide range of theory and methodologies are being investigated and developed to 
tackle complex and challenging real world problems. The conference includes invited 
keynote talks and oral paper presentations from both academia and industry to initiate 
and ignite our young minds in the meadow of momentous research and thereby enrich 
their existing knowledge. 

SMARTCYBER 2023 received a total of 152 submissions. Each submission was 
reviewed by at least three Program Committee members. The committee decided to 
accept 50 full papers. Papers were accepted on the basis of technical merit, presen-
tation, and relevance to the conference. SMARTCYBER 2023 was enriched by the 
lectures and insights given by the following seven distinguished invited speakers: 
Professor Prasant Kumar Pattnaik, School of Computer Engineering, Kalinga Insti-
tute of Industrial Technology, Dr. Hind R’Bigui, Digital Enterprise Department, Nsoft 
Co., Ltd. Consultant, Solution Architect and Senior Research Engineer, Dr. James 
Aich S, CEO Mindzchain Co. Ltd, South Korea, Professor Mangal Sain, Dongseo 
University, South Korea, and Prof. Ahmed A. Al-Absi, Kyungdong University Global 
Campus, South Korea. We thank the invited speakers for sharing the enthusiasm for 
research and accepting our invitation to share their expertise as well as contributing
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vi Preface

papers for inclusion in the proceedings. SMARTCYBER 2023 has been able to main-
tain standards in terms of the quality of papers due to the contribution made by many 
stakeholders. 

We are thankful to the Program Chair Prof. Baseem Al-athwari, Publication Chair 
Prof. MD Nur Alam, Organizing Chairs: Prof. Jay Sarraf, Prof. Chinyere Grace 
Kennedy, Prof. Khadak Singh Bhandari, and Zubaer Ibna Mannan for their guidance 
and valuable inputs. 

We are grateful to Prof. John Lee, President of Kyungdong University (KDU) 
Global, South Korea and Honorary General Chair, SMARTCYBER 2023, for his 
constant support and providing the infrastructure and resources to organize the 
conference. We are thankful to Professor Sasmita Rani Samanta, Vice-Chancellor, 
KIIT Deemed to be University, India, Honorary General Chair, SMARTCYBER 
2023 for providing all the support for the conference. 

Thanks are due to the Program and Technical Committee members for their 
guidance related to the conference. We would also like to thank the Technical 
Program Committee, Publicity Chairs, Organising Committee, Finance Chairs, and 
Web Management Chair who have made an invaluable contribution to the confer-
ence. We acknowledge the contribution of EasyChair in enabling an efficient and 
effective way in the management of paper submissions, reviews, and preparation of 
proceedings. Finally, we thank all the authors and participants for their enthusiastic 
support. We are very much thankful to entire team of Springer Nature for timely 
support and help. We sincerely hope that you find the book to be of value in the 
pursuit of academic and professional excellence. 

Bhubaneswar, India 
Busan, Korea (Republic of) 
Goseong-gun, Korea (Republic of) 

Prasant Kumar Pattnaik 
Mangal Sain 

Ahmed A. Al-Absi
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Toward Crops Prediction in Indonesia 

Prima Wahyu Titisari, Arbi Haza Nasution, Elfis, and Winda Monika 

Abstract Agriculture’s role and contributions in the modern era of globalization 
are crucially important. In order to meet the ever-increasing demands of the world’s 
population, agriculture has faced a variety of obstacles over the years. On the other 
hand, climate change will impact crop growth, yields, and agricultural produc-
tion. Recently, numerous researchers have introduced numerous machine learning 
models to address problems in diverse fields, including agriculture. Advancements 
in machine learning and crop simulation modeling have created new opportunities to 
enhance agricultural prediction. These technologies have each provided distinctive 
capabilities and substantial improvements in prediction performance; however, they 
have been primarily evaluated separately, and there may be advantages to integrating 
them to further improve prediction accuracy. The purpose of this study is to forecast 
future crops in Indonesia based on temperature, precipitation, soil condition, and 
humidity dataset. This study utilizes Indian dataset, as Indonesian dataset is not yet 
available. The dataset consists of 2200 records from 22 plant species. We compare 
four machine learning algorithms which are decision tree, support vector machine, 
random forest, and K-nearest neighbor with accuracy as evaluation metric. The result 
shows that random forest model can predict the suitable crop to be planted on specific
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soil and weather conditions with the accuracy of 0.989697. The next step is to imple-
ment the model with Indonesian dataset. A plan optimization to choose the best set 
of plant species to produce or obtain will be our next challenge. 

Keywords Agriculture · Crops ·Machine learning 

1 Introduction 

The effects of global climate change, such as varying rainfall intensity, duration, 
and frequency; extreme weather; rising temperatures; significant variations in solar 
radiation; and rising greenhouse gas emissions, can have an impact on agricultural, 
forest, and other natural resources [1, 2]. Climate change will affect crop growth, 
yields, and production in the agricultural sector as a result of an increase in drought 
and flood events, which will have indirect effects on economic stability, although 
the effects will vary by region and crop type [3, 4]. Moreover, under climate change 
scenarios, developing nations such as Indonesia will suffer more than developed 
nations due to agricultural production strategies driven by economic plans. In 2030– 
2050, the global temperature will increase by 2–3 °C, and temperature increases of 
2 °C or more are expected to reduce the yields of global staple crops such as rice, 
maize, and wheat [5–7]. In addition, climate change has caused significant shifts in 
planting and harvesting dates, which has altered the growing season due to variations 
and uncertainties in precipitation and temperature, thereby affecting food demand. 

Food security and sustainable development continue to be the primary objectives 
of the agricultural sector in Indonesia. Appropriate technologies and institutional 
innovations can help Indonesia achieve food security. Consequently, the transfor-
mation of technological innovations will continue to be a key driver of future agri-
cultural growth, including the increased use of crop varieties, machinery, and land/ 
institutional reforms. Currently, mechanical technology is undergoing a rapid evolu-
tion, and a vast array of technologies are available. Existing technologies, such as 
remote sensing [8], robotic platforms [9], and the Internet of Things (IoT) [10], have 
recently become pervasive in industry, especially in the agricultural sector, resulting 
in smart and efficient farming [11, 12]. 

Precision agriculture is a trend nowadays. Precision agriculture is a modern 
farming technique that uses the data of soil characteristics, soil types, crop yield 
data, and weather conditions and suggests the farmers with the most optimal crop to 
grow in their farms for maximum yield and profit. This technique can reduce crop 
failures and will help the farmers to take informed decisions about their farming 
strategy. 

In order to mitigate the agrarian crisis in the current status quo, there is a need 
for better recommendation systems to alleviate the crisis by helping the farmers to 
make an informed decision before starting the cultivation of crops. The technique 
of machine learning is the foundation of an automated crop mapping system. The 
system also calculates the daily national aggregation of village areas. On average, the
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system can upload updated information from regulatory agencies to cloud storage 
for user-friendly access every day. According to Schmidhuber [13], deep learning 
(DL) is a contemporary approach that is being utilized effectively in various machine 
learning techniques. It is comparable to artificial neutral networks (ANNs), but with 
enhanced learning capabilities; consequently, its accuracy is higher [14]. In recent 
years, DL technologies such as generative adversarial networks (GANs), recurrent 
neutral networks (RNNs), and convolutional neutral networks (CNNs) have been 
widely implemented and studied in various fields of research, including agriculture 
and farming. Agriculturalists and researchers frequently utilize a variety of software 
systems without evaluating the mechanisms and concepts of the techniques, such 
as GANs, RNNs, and CNNs, that are typically implemented in DL algorithms [15]. 
Morales and Villalobos [16] simulated sunflower and wheat data for 2001–2020 in 
five regions of Spain using OilcropSun and CERES-Wheat from DSSAT, and [17] 
attempts to demonstrate the feasibility of applying deep learning (DL) algorithms 
to the agricultural sector. Shahhosseni et al. [18] investigated whether combining 
crop modeling and machine learning (ML) improves predictions of corn yield in 
the US Corn Belt. The result indicates that weather data alone is insufficient, and 
that ML models require additional hydrological inputs to generate more accurate 
yield predictions. We plan to predict future agricultural crops in Indonesia based on 
datasets of temperature, precipitation, soil conditions, and humidity, using a decision 
tree, support vector machine, random forest, and KNN. 

2 Method  

Using machine learning can aid in making accurate predictions. Consequently, the 
analysis was conducted utilizing one of the machine learning techniques, supervised 
learning, in which labeled data from the past was utilized. The employed method-
ology consists of five stages. The first step describes the data collection process used 
to recommend plants for suitable soils. In the second phase, a description of the 
library to be used alongside exploratory data analysis will be provided. The third 
stage examines the interrelationships between the variables in the dataset. In the 
fourth stage, the relationship between numerical variables and one or more categor-
ical variables is demonstrated. The fifth stage discusses machine learning techniques 
used for making predictions, such as the decision tree, support vector mechanism, 
random forest, and KNN.
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2.1 Dataset 

The data used in this paper is made by augmenting and combining various publicly 
available datasets of India which are obtained from the Kaggle website.1 This data 
is relatively simple with very few yet useful features unlike the complicated features 
affecting the yield of the crop. The data has nitrogen (N), phosphorous (P), potassium 
(K), and pH values of the soil, humidity, temperature, and rainfall required for a partic-
ular crop as shown in Table 1. There are 2200 records containing 22 plant species 
which are rice, maize, chickpea, kidneybeans, pigeonpeas, mothbeans, mungbean, 
blackgram, lentil, pomegranate, banana, mango, grapes, watermelon, muskmelon, 
apple, orange, papaya, coconut, cotton, jute, and coffee. 

This dataset can be utilized to recommend the crop for suitable soil. This will be 
extremely beneficial for crop production (agriculture) without losses due to soil pH, 
rainfall, humidity, and other chemical components present in the soil. As indicators, 
the essential plant nutrients nitrogen, phosphate, and potassium are utilized. Nitrogen 
is so essential because it is a major component of chlorophyll, the compound that 
plants use to produce sugars from water and carbon dioxide (i.e., photosynthesis) 
using sunlight energy. In addition, it is a significant component of amino acids, the 
building blocks of proteins. Without proteins, plants wilt and eventually die. Phos-
phorus is therefore essential for cell division and tissue development. Phosphorus is 
also associated with the plant’s complex energy transformations. Adding phosphorus 
to soil deficient in available phosphorus encourages root development and winter 
hardiness, stimulates tillering, and frequently accelerates maturation. Potassium is 
an essential nutrient plant absorbed from the soil and fertilizer. It increases disease 
resistance, promotes upright and sturdy stalk growth, enhances drought tolerance, 
and helps plants survive the winter. 

The average bioactivity soil temperatures range from 50 to 75 °F. These values 
are favorable for the normal life functions of earth’s biota, which ensure proper 
decomposition of organic matter, increased nitrogen mineralization, absorption of 
soluble substances, and metabolism. The pH range between 5.5 and 6.5 is optimal 
for plant growth due to the optimal availability of nutrients. Rainfall, in addition to 
disease, can affect the rate at which a crop grows from seed, including when it is 
ready for harvest. A favorable balance of precipitation and irrigation can result in 
faster-growing plants, which can reduce the time between seeding and harvest.

Figure 1 shows the data distribution of Nitrogen, Phosphorus, Potassium, Temper-
ature, Humidity and Rainfall in the dataset. It is shown that most of the data is between 
the temperatures of 20–30 °C, which is a similar temperature range for agriculture 
in Indonesia. Figure 2 shows the categorial plot of crop distribution on temperature 
and rainfall.

1 https://www.kaggle.com/datasets/atharvaingle/crop-recommendation-dataset. 

https://www.kaggle.com/datasets/atharvaingle/crop-recommendation-dataset
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Table 1 Dataset 

N P K Temperature Humidity pH Rainfall Label 

90 42 43 20.8 82.0 6.5 202.9 Rice 

85 58 41 21.7 80.3 7.0 226.6 Rice 

60 55 44 23.0 82.3 7.8 263.9 Rice 

74 35 40 26.4 80.1 6.9 242.8 Rice 

78 42 42 20.1 81.6 7.6 262.7 Rice

Fig. 1 Distribution of the dataset

2.2 Machine Learning Model 

The dataset is split into 1650 train sets and 550 test sets with a simple 75:25 train-test 
split. We compare four machine learning algorithms which are decision tree, support 
vector machine, random forest, and K-nearest neighbor. We evaluate the performance 
of those four algorithms with the standard classification evaluation metrics, which is 
accuracy. 

The experiments are conducted several times with different parameters for each 
algorithm to find the optimal parameters. The decision tree classifier parameters 
experimented are best splitter and random splitter. For the support vector machine 
classifier, the regularization parameters C experimented are 1, 10, 100, and 1000, and
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Fig. 2 Categorical plot of crop distribution on temperature and rainfall

the kernels are rbf and linear. For the random forest classifier, the n estimators are 1, 
5, and 10. Lastly, for the K-nearest neighbor classifier, the number of neighbors is 5, 
10, 20, and 25. 

3 Result and Discussion 

The experiment results are listed in Table 2. The four machine learning models are 
compared with accuracy as an evaluation metric. The optimal parameter of each 
algorithm is also shown in Table 2. The best performing algorithm is random forest 
with the accuracy of 0.989697. 

The result shows that random forest model can predict the suitable crop to be 
planted on specific soil and weather conditions using the Indian dataset. The next

Table 2 Performance comparison 

Model Accuracy Best parameters 

Decision tree 0.984848 Splitter: best 

Support vector machine 0.986667 svc__C: 100, svc__kernel: rbf 

Random forest 0.989697 n_estimators: 10 

K-nearest neighbor 0.967273 n_neighbors: 5 
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step is to implement the model with Indonesian dataset. However, producing or 
obtaining big dataset with 22 plant species will be time consuming and costly. A 
plan optimization to choose the best set of plant species to produce or obtain will be 
our next challenge. The plan optimization for producing or obtaining plant species 
dataset can be formalized by utilizing Markov decision process (MDP) with the goal 
to get a more accurate estimation of the most feasible optimal plan with the least 
total cost before fully executing the plan [19–21]. Furthermore, the utilization of 
the Large Language Model for classifying crops to be planted on specific soil and 
weather conditions can be explored [24]. 

Figure 3 depicts the predicted potential crop in Indonesia based on temperature, in 
the temperature range of 20–30 °C, in which temperature is optimal for the growth of 
some of these plants. Typical Indonesian agroforestry plants that thrive at tempera-
tures between 20 and 30 °C are jeulotung, coconut, rubber, clove, coffee, cocoa, jack-
fruit, melinjo (Gnetum gnemon), petai (Parkia speciosa), teak, tengkawang (Shorea 
stenoptera), resin, and mahogany, as well as those with low economic value, including 
dadap (Erytherina variegata), lamtoro (Leucaena leucocephala), and calliandra [22, 
23]. Durian (Durio zibetines), mangosteen, avocado, banana, guava, sapodilla, salak 
(Salacca jalacca), matoa (Pometia pinnata), persimmon, breadfruit, orange, and 
pineapple are fruiting plants that can grow under these temperature conditions. 
Cloves, nutmeg, cinnamon, pepper, turmeric, vanilla, cardamom, and andaliman 
(Zanthoxilum piperitum) are among the spices and medicinal plants that do well 
under these temperature conditions. In addition, rice, sago, and corn, tubers such as 
cassava, sweet potatoes, and taro potatoes, and legumes such as soybeans, peanuts, 
and green beans thrive in these temperatures. 

Figure 4 depicts the potential crop predicted for Indonesia based on prevailing 
humidity. Other than the plant species depicted in the image, all of the aforementioned 
plant types thrive in a humidity range between 5.5 and 7.2. According to Smith and 
Ferguson, the season in Indonesia falls within the moderately humid category in 
terms of humidity. This is supported by Indonesia’s geographical location, which is 
within the equatorial zone, and its favorable climatic conditions for photosynthesis.

Fig. 3 Potential crop to be predicted in Indonesia based on temperature 
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Fig. 4 Potential crop to be predicted in Indonesia based on humidity 

Therefore, climatological engineering can increase the productivity of these diverse 
plant species. 

The average annual precipitation in Indonesia is 2000 m with spatial variations 
ranging from 500 to 4000 mm. This amount of precipitation has a significant impact 
on temperature and humidity. 

In Indonesia, agricultural and plantation soils are divided into two major groups, 
mineral soils and organic soils, with a total of 18 types. Suitable soil characteristics 
for agriculture and plantations include a high concentration of organic elements, pH 
< 7, a high level of humidity even during the dry season, no hardening after planting, 
and the absence of a rock layer. Of the 18 types of soil, red-yellow solitary pod soil 
predominates. This soil is suitable for agriculture. 

Complete nutrients can promote plant growth and produce high-quality produce. 
The absolute requirement for plant nutrients must be met because nutrients in the soil 
are scarce and their availability decreases. Macronutrients and micronutrients make 
up the plant nutrients. The macro-elements nitrogen, phosphorus, and potassium are 
essential for plant growth. Based on the characteristics of Indonesian soil, nitrogen, 
phosphorus, and potassium are classified as moderate to moderate. 

4 Conclusion 

Machine learning can be used to predict the types of Indonesian agricultural crops 
that can be grown under conditions of 20–30 °C temperature, humidity of 5.5–7.2%, 
and soil nutrient content. The use of machine learning can help farmers increase 
their crop yields. This is because the data utilized by machine learning can also 
assist farmers in determining the optimal planting and harvesting times. The result 
shows that random forest model can predict the suitable crop to be planted on specific 
soil and weather conditions using the Indian dataset. The next step is to implement 
the model with Indonesian dataset. A plan optimization to choose the best set of plant
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species to produce or obtain will be our next challenge. The plan optimization for 
producing or obtaining plant species dataset can be formalized by utilizing Markov 
decision process (MDP) with the goal to get a more accurate estimation of the most 
feasible optimal plan with the least total cost before fully executing the plan. 
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