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Abstract—Weather  predictions provide detailed and
accurate information about weather conditions, including cloud
cover, rainfall, temperature, humidity, wind cond s, and sun
exposure. Indonesia, a tropical country with only rainy and dry
seasons, experiences relative variations in these seasons. Due to
global warming, rainfall in Indonesia has become increasingly
unpredictable. This study addresses the class imbalance in
rainfall data by using data from Bogor, which has the highest
rainfall, and , which has the lowest rainfall in Indonesia.
The aim is to develop a robust classification methed for
imbalanced data using the Synthetic Minority Over-sampling
Technique (SMOTE). We combined datasets from Bogor and
Palu to create a balanced baseline dalasee then evaluated
four classification methods—Naive Bayes, Logistic Regression,
Support Vector Machine (| , and Kernel Support Vector
Machine (KSVM)—using precision, recall, and Fl-score as
evaluation metrics. Our results indicate that KSVM
outperformed the other methods in terms of robustness to class
imbalance with Fl1-score of 48.6%, 67.1%, 67.4%, 71.3% for the
dataset of Bogor, Bogor with SMOTE, Palu, and Palu with
SMOTE respectively. The application of SMOTE improved the
Fl-score by 38% for the Bogor dataset and 6% for the Palu
dataset.

Keywords— SMOTE, imbalanced clussification, data
augmentation

1. INTRODUCTION

Global warming inflicts climate change that drastically
alters precipitation patterns around the world, increasing
rainfall variability and the occurrence of droughts or floods
caused by extreme rainfall [1]. Meanwhile, precipitation is
one of the important water cycles for survival on Earth.
Excessive or insufficient rainfall in an area can affect human
life. Therefore, knowing the quantity of rainfall is also very
substantial. This data is essential across various domains,
including water resource administration, like 1ssumng flood
alerts, actively managing urban drainage networks, gauging
flood hazards, and identifying potential climate conditions
that could lead to ramfall [2].

The considerable influence of hydrometeorological
catastrophes on tropical countries like Indonesia underscores
the importance of unde g measures to prevent such
disasters. Indonesia mostly has two seasons: the rainy season
and the dry season. While these are the general patterns, the
intensity and duration of these scasons can vary across
different regions of Indonesia, particularly between the
western and eastern parts. Also, some variations and
unpredictability in these patterns might occur due to climate
change. Drought is a possibility in areas with low rainfall and
limited water reserves. As aresult, droughts are closely related
to rainfall distribution throughout the year in rainfed areas,
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and water stress is likely to be seen in years over time [3]. One
approach involves creating predictive models for gauging the
intensity of rainfall. To comprehensively grasp these nstances
of heavy rainfall, it will be essential to conduct analyses that
encompass meteorological occurrences on various levels [4].
Accurate prediction of rainfall data can model future river
flow changes and can also help disaster management during
floods [5]. It may be difficult to predict where and when a
rainfall-induced landslide will fail, and 1t may be prohibitively
expensive to take action to prevent erosion or protect
populations from its harmful effects [6].

Machine learning models are systems that can learn
automatically from pre-existing data without programming
extensively through a set of commands [7]. There are as many
as 16 different Machine Learning algorithms found in 24
differef@llearning where this algorithm is divided into three
types: 7 supervised learning (SL), 4 unsupervised learning
(USL), and 5 semi-supervised learning (SSL) [8]. A
classification is an object that is grouped nto a category [9].
Machine learning techniques that can be used to classify are
supervised learning techniques. The classification process
uses supervised leaming techniques with several classification
methods. Classification using machine learning has also been
carried out using several different methods. The existence of
different methods can help in getting the best prediction
results by comparing several classification methods with
several metrics. Machine learning applications have been
widely used to get good results in predicting rainfall.
Numerous studies have used machine leaming classifiers to
combine different machine learning classification algorithms
based on ensembles to predict rainfall. The strategy offers the
chance to take advantage of every opportunity to boost
prediction performance [10].

In this research, two cities in Indonesia are chosen as
samples to be used as learning material to obtain the best
classification for predicting rainfall. The selected cities are
Bogor City and Palu City, which are two cities that have
completely opposite rainfall, whereas Bogor City is a city with
high rainfall, and Palu City has low rainfall. Thus, the data
shows an imbalance that is challenging to manage in machine
learning. An imbalanced data causes some issues, such as
model tmduz to the uneven distribution of classes in your
dataset; models can become biased towards the majority class,
leading to poor predictive perfi nce on the minority class.

To overcome these issues, random over-sampling (ROS)
and synthetic miffBity oversampling techniques (SMOTE)
were performed. The most common form of oversampling
method is ROS, where minority class samples are randomly
selected and duplicated without any special selection process
[11]. With SMOTE, minority classes are repeatedly sampled
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by taking each minonty class sample and adding a number of
replicates along the line segments connected to any/all nearest
neighbors of the k minority classes [12]. Unlike ROS,
SMOTE algorithm generates artificial samples based on
feature space rather than the data space. as well as the
similarity between the various minority samples [13]. This
study will highlight the differences i several classification
methods: Section II presents the methodology used in
predicting rainfall, Section ITI presents the use of the machine
learning classification method, and Section IV presents the
results and dis ion of the classification method.

II. RESEAI METHODS

Machine learning allows itself to continue learning based
on existing data. This allows the accuracy of the prediction
results to continue to increase as more data 1s studied. Machine
learning generally studies the research and construction of
algorithms that can learn and make predictions about data. The
methodology used in this research is divided mnto four stages.
The first stage is the dataset section, which in this section
analyses some details of the existing data. Next is the pre-
processing stage. This section prepares the data for further
processing at the cleaning and normalization stages to take
care of missing data. The last step is to compare each
classification method with some of the metrics displayed.

A. Dy t

Ir:@:smdy, the data collected 1s from the cities with the
highest ramnfall and the cities with the lowest ranfall in
Indonesia, Bogor and Palu, respectively. Data collection is
done by exporting the data from the official Indonesian
Meteorology Climatology and Geophysics Council  site:
https://dataonline.bmkg.go.id/.

Bogor Palu

®mRain mNo Rain = Rain ®No Rain

Fig. 1. Rain and no rin data in Bogor and Palu

Each city has 1,451 data and 1s classified into 'rain’ and 'no
rain' In the city of Bogor, there are 1,142 data for rain,’ and
for the city of Palu, there are only 486 data for 'rain. A
comparison of rain and no rain data in Bogor and Palu can be
seen mn Fig. 1. The comparison of 'rain' and 'no ramn' data in
these two cities is significantly imbalanced, impacting the
findings for each classifier measure separately. The
measurement feature details in Bogor and Palu dataset is
shown in Table 1.

B. Pre-processing

This section will prepare and process data for the next
stage. Noise data and incﬂmpleana will adversely affect the
results to be obtained. The application of standard pre-
processing methods, which can be in the form of lowercase,
stop wor moval, or stemming, can cause the loss of specific
s of the message the author wants to convey and also
ssage for the author himself [14]. At this stage, we use
pre-processing  stages, namely  cleaning  and

two
normalization.

C. Cleaning

In this study, there is some data on the rainfall variable
with the value of 8888, which means the data is not measured,
so cleaning is done by changing the data to 0, which means it
is included in the 'no rain' group. The same goes for the data
with a null value. In addition, the numerical data that uses a
comma (,) for the decimal place is converted into a period (.)
to change the data type to a number.

D. Normalization

Data normalization is an important pre-processing step
involving transforming features so that a new range is
obtained from an existing one. Its main purpose is to ensure
that a record in the dataset remains consistent. The
importance of data normalization steps in improving data
quality and performance of machine learning algorithms has
been demonstrated i many studies. Normalization 1s very
useful in statistical learning methods because all the features
in the data have the same contribution to the learning process
[15]. At this normalization stage, Nan data or missing data
will be processed by the sci-kit-learn class, namelynimple
Imputer, with a strategy in the form of a mean where missing
wvalues are replaced using the average value of all data in the
column. StandardScaler() is also used in this study for the
next st:q in normalization, where the standard scaler can
change the dataset so that the result of the average value of
the distribution is zero and the standard deviation is one [16].

E. luation Metrics

Cross-validation is a technique used t§Ehssess the
performance of a machine learning model and to ensure that
the mncmgeneralizes well to unseen data. One common
method of cross-validation 1s k-fold cross-validation. When
using 4-fold cross-validation, e data 1s split mto four parts
(or "folds"). In each iteration, one of the 4 subsets is used as
the test set, and the remaining 3 subsets are combined to form

TABLE L. MEASUREMENT FEATURE DETAILS IN BOGOR AND PALU
Attribute Name | Attribute Type Attribute Meter
Min Temp Continuou “C
Max Temp Continuous “C
Percentage of
Avg Humidity Continuous relative humidity (%)
Rainfall Continugu 1
Sunshine Duration | Continuous Hour
Max Wind Speed | Continuou m's the TRAIRI
Wind Direction at sk
Max Speed Continuous #
Ava Wind Speed | Continuous mis
Class Nominal 1 - ves, Rai no

set. After each iteration, the mod ill be
evaluated on the test set. Several metrics are used to find the
best classification method for predicting rainfall. This study's
three metries include precision, recall, and fl-score. A
model's precision 1s its capacity to recognize important items
[17]. The number of correct predictions divided by the total
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number of tokens 1s denoted as recall [18]. F1 score can be
described as the harmonic mean between precision and recall,
Blich can indicate the overall quality of the approach [19].
Precision measures the extent to which the positive
predictions from a classification model are correct. Precision
calculates the percentage of true positive predictions
compared to the total positive predictions made by the model.

T
TP+FP
41
Recall measures how well a clasElication model can find
all the existing positive examples. It calculates the percentage
of true positive predictions compared to the total number of
positive examples that exist,

Precision =

(0

TP
Recall = ——
TPAFN

(2)

e F1 score 1s a combined measure of precision and
recall. It prmms a harmonic average between these two
metrics. The F1 score is useful when we want to find a
balance between precision and recall.

e n % Recall

Fl Score =2 x 2

Precision+ Recall

(3)

F. Machine learning model

Natural language processing (NLP), autonomous cars,
robotics, image processing control, and computer vision are
all examples of machine learning applications [20]. The
supervised leaming method will be used to find the best
classification method in this study. Among them are Naive
Bayes, Logistic Regression, SVM, Kemel SVM. We use
several classification models with various parameters to find
out which modelfhd parameters will perform best. The
experiments were carried out to obtain the optimal value of
each classifier. The performance of the four classification
models will then be evaluated and compared.

1) Naive Bayes

The Naive Bayes method is a subset of machine learning
that computes probabilities for categorizing data based on
known class assignments of sample data. It determines the
likelihood of an itemfEeing in a specific group based on
certain attributes [21]. The Naive Bayes classifier is a type of
probabilistic classifier that predicts a probability distribution
across various classes for input rather than just idemigthe
most probable class for the input [22]. Moreover, it assumes
that the features are independent of each other.

2) Logistic Regression

Logistic Regression is a classification technique used
primarily for binary classification. It employs probabilities to
statisaly assess the impact of each independent variable
[23]. Metrics such as precision, recall, and the fl-score are
utilized to determine the optimal ¢lassification approach. By
invoking pre-existing functions, we can visually represent the
outcomes of these metrics when using logistic regression for
classification [24].

5

3) S.up;xrr{ Vector Machine

In the Support Vector Machine metrics classification
model, the Python pfilsfamming language is used. Support
Vector Machines are one of the most widely used supervised
learning calculations, which are lefﬂr classification as well
as regression problems [25]. The main goal of SVM
algorithms 1s to find a hyperplane in N-dimensional space
that explicitly rejects data points while minimizing the
distance between two data sets [26].

4)  Kernel Support Vector Machine

Ksmslmppurt Vector Machines (Kernel SVMs) ar@h
extension of the basic Support Vector Machine (SVM) that
uses the kemel trick to transform input data into a higher-
dimensional space, making it possible to handl@m-linsar
data. Essentially, they allow SVMs to classify non-linearly
separable data by implicitly mapping input features into a
higher-dimensional space without having to compute the
coordinates in that space. Support Vector Machine (SVM)
makes it difficult to classify non-linear data. The solution that
can be dulﬂ to use the kernel. Several kernels that can be
used on support vector machines are lincar kernels,
polynomial kernels, and RBF kemels. The most popular
kernel among all the kernels in support vector machines 1s the
RBF kernel, and in previous studies, the SVM-RBF kernel
has increased accuracy when compared to other algorithms
[27).

5) SMOTE for Solving Imbalanced Data Problem

Rainfall data of the two cities has an imbalanced class

berweﬂaiu" and "no rain” where the Bogor city has more
i ass than the "no rain" class whilt Palu city has

in" class than the "no rain" class. The existence ?
data imbalance can affect the classification results where the
classifier results typically have good accuracy on the majority
class but less accuracy on the minority cla because the
higher majority class mfluences conventional training criteria
in the fitness function [28]. We use three approaches to solve
this problem. Our first approach 1s ROS, which duplicates the
existing data until the amount of data becomes balanced. The
second approach is to use the SMOTE technique to
oversample the existing data. By combining clustered
minority samples, the SMOTE method increases the sample
size [29]. The third approach is to combine data from Bogor
City and Palu City because the percentage of the majority
data in Bogor City, which is "rain” data, is almost the same
as the percentage of the majority data n Palu City which is
"no rain" data so that when combined the data will be
balanced. For the SMOTE technique, we can do random
oversampling where the minority data will be multiplied to
be as much as the majority data.

1. RESULT

The result of four machine learning algorithms is as
follows:

A. Result of The Naive Bayes Algorithm

The results of the naive Bayes algorithm show that the
combined data from Bogor rainfall and Palu rainfall have the
highest value for all metrics used. The f1-score results for the
city of Bogor using ROS show a decline, but for the city of

Authorized licensed use limited to: UNIVERSITAS GADJAH MADA. Duwnlmidgdgon October 10,2024 at 23:21:31 UTC from IEEE Xplore. Restrictions apply.




Cloud Ci and Data Analytics (ICoABCD)

2024 International Conference on Artificial Ir

Palu, there is an increase of 2%. In the city of Bogor, the
SMOTE dataset showed a 2% increase in the fl-score
compared to the previous dataset, and in the city of Palu, the
f1-score using SMOTE increased by 2%. For the ROS in the
recall metric, it shows that both Bogor and Palu experienced
an increase of 3%. The Recall metric in the cities of Bogor
and Palu using SMOTE increased by 3% and 2.5%,
respectively. For the precision metric, Bogor, which didn’t
use ROS and SMOTE, scored higher, while in Palu, using
ROS and SMOTE. there was an increase of 0.6% and 1.3%,
respectively. To see a comparison of all metrics, refer to Fig

PRECISION
RECALL
F1 SCORE
0 20 40 60 80
= Bogor = Bogor (ROC) = Bogor (SMOTE)
Palu = Palu (ROC) = Palu (SMOTE)

= Combined
Fig. 2. Resultof the Naive Bayes Parameter Test

B. Result of The Logistic Regression Algorithm

The logistic regression algorithm indicates that the
precision metric has the highest value in the combined data.
The fl-score in the city of Bogor shows an increase in the
dataset using ROS and SMOTE by 7.2% and 11.2%,
respectively, while in the city of Palu, it increased by 2% and
1.4%. For the Recall metric, both Bogor and Palu also saw
improvements in datasets using ROS and SMOTE, with
increases of 10% and 9.2% for Bogor, and 4.2% and 4.2% for
Palu. The Precision metric in Bogor using ROS and SMOTE
showed lower values compared to datasets not using ROS and
SMOTE. and the same pattern was observed for Palu. To see
a comparison of all metrics, refer to Fig. 3.

C. Result of The Support Vector Machine Algorithm

The combined data from the cities of Bogor and Palu have
the highest value for the F1-score metric. Rainfall data in the
city of Bogor for the F1-Score metric indicates that datasets
using ROS and SMOTE increased by 15.6% and 17.6%,
respectively, while for the city of Palu, it increased by 2.6%
and 2.4%. The Recall metric showed an increase mn datasets
using ROS and SMOTE for the city of Bogor by 13.6% and
11.7%, and for the city of Palu, it increased by 5% and 3.4%.
The combined recall metric value for the cities of Bogor and
Palu 1s lower by 0.1% compared to the ROS data value. For
the Precision metric in Bogor using ROS and SMOTE, there
was an increase of 24.3% and 22.5%, respectively, while in

Palu, datasets not usmg SMOTE showed higher values,
which are also higher than the combined data values. To see
a comparison of all metrics, refer to Fig. 4.

PRECISION
RECALL
F1 SCORE
0 20 40 60 80
= Bogor = Bogor (ROC) = Bogor (SMOTE)
Palu = Palu (ROC) = Palu (SMOTE)
= Combined

Fig. 3. Result of the Logistic Regression Parameter Test

PRECISION
RECALL
F1 SCORE
0 20 40 60 80
= Bogor = Bogor (ROC) = Bogor (SMOTE)
Palu = Palu (ROC) = Palu (SMOTE)
= Combined

Fig 4. Result for the Support Vector Machine Parameter Test

D. Result of The Kernel Support Vector Machine Algorithm

For this algorithm, the Precision metric shows that the
highest value comes from the combined data of the cities of
Bogor and Palu. For the Fl-score in Bogor, data using ROS
and SMOTE increased by 10.8% and 185%, respectively,
while in Palu, it increased by 1.7% and 3.9%, with the data
using ROS having the highest value compared to the others.
The Recall metric in Bogor using ROS and SMOTE also
showed increases of 10.1% and 15.3%, respectively, while in
Palu, it increased by 4.1% and 4.7%, with the highest value
being from the dataset using SMOTE in Palu. The Precision
metric in Bogor using SMOTE didn’t show any increase,
while in Palu using SMOTE, it went up by 0.3%. To see a
comparison of all metrics, refer to Fig. 5.
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PRECISION

RECALL
F1 SCORE
0 20 40 60 80
= Bogor = Bogor (ROC) = Bogor (SMOTE)
Palu Palu (ROC) = Palu (SMOTE)

= Combined
Fig. 5. Result of the Kernel Support Vector Machine Parameter Test

IV. DISCUSSION

Rainfall prediction is essential acroarious sectors of
human life. High rainfall in an area can lead to natural
disasters, such as floods and even landslides. An appropriate
method is needed to predict rainfall in a region. One approach
is to use supervised learning techniques to classify the dataset.
Finding a suitable classification method is essential for rainfall
prediction.  Therefore, comparing several classification
methods 1s necessary. Four classification methods have been
compared, revealing which is most suitable for predicting
rainfall in that area. These four methods are Naive Bayes,
Logistic Regression, SVM, and kernel SVM. The data used
are daily climate reports from two regions in Indonesia,
Bogor, and Palu, where cach arca has 1,451 data points with
varying rain intensities. Classification is done by dividing the
data into two groups: ‘ramny” and ‘not rainy’. In Bogor, the
‘rainy” data consists of 1,142 entries, while in Palu, there are
486 ‘rainy’ data points.

We have compared classification methods to aid n
sclectimle best classification method for rainfall prediction.
Three metrics are used: precision, recall, and fl-score. To
address imbalanced data, the authors combine data from
Bogor with data from Palu, where data from both cities shows
imbalances that, when combined, balance the dataset.
Additionally, ROS and SMOTE are used to increase the
minority data until it is balanced. Among the three approaches,
the combined data often showed higher values than the ROS
and SMOTE methods.

The use of the Naive Bayes algorithm can assume the
independence between features, which in some cases can help
handle imbalanced data because it is not too disturbed by the
proportion difference in each feature. However, in very
imbalanced data, N| Bayes tends to predict the majority
class more strongly. This can result in poor performance in the
minority class, especially in the recall and F1-score metrics.

In the logistic regression algorithm, incomplete data or
missing values can be addressed because its method 1s based
on the logistic function that produces probabilities. However,
in imbalanced data, logistic regression tends to predict the

majority class better than the minority class. This can lead to
high precision but low recall for the minonity class.

The support vector machine algorithm tends to provide
predictions with good pre n for the minority class, where
this algorithm can reduce the number of false positives in the
minority @:8s. However, in very imbalanced data, that 1s,
when the number of examples in the minority class is very
small, SVM may have difficulty in building an effective
model for the minority class.

The kernel support vector machme using the RBF kernel
allows the algorithm to handle data that cannot be separated
linearly, which is beneficial when there is data with more
complex patterns. Kernel support vector machines tend to
predict the majority class better than the minority class, which
can lead to high precision but low recall for the minority class.
However, In some metrics of certain algorithms, ROS and
SMOTE methods also outperformed the combined data. As
the combined data excels, 1t can be concluded that to achieve
optimal prediction results, we can combine two datasets to
balance the data first. If the available dataset is very limited,
the use of ROS and SMOTE methods can still be a viable
option.

V. CONCLUSION

To find a suitable clﬂ'}catiﬂn model, we compared four
methods: Naive Bayes, Logistic Regression, Support Vector
aachine, and Kemel Support Vector Machine using
precision, recall, and fl-score for assessment. The study's
findings indicate that the Kernel Support Vector Machine
surpasses the other classification techniques in terms of

silience to class imbalances. Our results indicate that KSVM
outperformed the other methods in terms of robustness to class
imbalance with F1-score of 48.6%, 67.1%, 67.4%, 71.3% for
the dataset of Bogor, Bogor with SMOTE, Palu, and Palu with
SMOTE respectively. For the Bogor and Palu datasets,
SMOTE improved the F1-score by 38% and 6%, respectively.
In all the algorithms used, the combined data from the cities
of Bogor and Palu performed better than the data using the
ROS and SMOTE methods n each respective city. However,
the results from the ROS and SMOTE methods in Palu have
only slight differences from the results of the combined data,
unlike the data using ROS and SMOTE in Bogor. The
difference mn results between the combined data and the ROS
and SMOTE methods in Palu not only shows that the highest
values are in the combined data, but in some metrics across
several algorithms, it 1s evident that the ROS and SMOTE
methods in Palu have slightly higher values.
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