
 

 

 



 

 



 



 



 

 

 



 

KNOPPIX : Parallel Computer Design and Results 
Comparison Speed Analysis Used AMDAHL Theory 

 

 
 
 
 
 
 

Abstract — Parallel computing namely the unification of 
multiple computers or servers into a single unit that can work 
simultaneously or processes simultaneously. Parallel 
computing is creating programs and processes run faster as 
more and more CPU used. Basically parallel computing using 
network media, but that is characteristic in particular is how 
to resolve the issue. Problems encountered here is how me-
rendering an image that looks speedup PC and serial value 
contained by parallel computing.  
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I.  INTRODUCTION 
Parallel processing is the use of more than one CPU to 

execute a program in simultaneously. Ideally, parallel 
processing makes the program run faster as more and more 
CPU used. But in practice, it is often difficult to divide a 
program that can be executed by the CPU different without 
regard of them. 

In recent years, power management has become one of 
the most important issues in the server cluster. Some of the 
proposed methods on a single server can be expanded to a 
server cluster. In this case there is the same way to 
implement DV / FS and reconfiguration of the cluster, using 
a threshold value, based on the utilization of system load to 
keep the processor frequency as low as possible, the nodes 
are less active and extend the scheme of feedback control 
for cluster [1]. 

Parallel computing is one of the most interesting 
technologies are important since the invention of electronic 
computers in the 1940s. Breakthroughs in parallel 
processing is always evolving and getting a place in addition 
to other technologies since the Age of Awakening (1950), 
Era Mainframe (1960), Era Minis (1970), Era PC (1980), 
and the Age of Computers Parallel (1990s). With a wide 
range of influences on the development of other 
technologies, and how technology is changing the 
perception of the computer, it is understandable how 
important the parallel computing. The essence of parallel 
computing is hardware, software, and applications. 

 Parallel processing is information processing closer to 
the average of the manipulation of data elements to one or 
more of the settlement process of a problem. Therefore, 
parallel computing can be interpreted that a computer with 
many processors are able to perform parallel processing. 

II. LITERATURE REVIEW 
Parallel computing is a computing technique 

simultaneously by utilizing multiple independent computers 
simultaneously. Typically used for data processing with the 
capacity very large (industrial environment, bioinformatics 
and others) or because of the demands of computing that 
much. Parallel computer is a single computer with multiple 
internal processors or multiple computers that are connected 
by an Interconnection Network (IN) parallel computers can 
be grouped, based on the organization of memory, into two 
basic architecture that is: the system shared memory and 
system memory are spread (distributed memory). In a 
distributed memory system using inter-process 
communication mechanism for the exchange of messages 
(message passing). A parallel program with the exchange of 
messages can be written using a high level programming 
language (such as Fortran, C / C ++), and include (or call) a 
message exchange library MPI (Message Passing Interface) 
or PVM (Parallel Virtual Machine). In this research used 
MPI library. There are two parallel program structures: 
Single Program Multiple Data (SPMD) and Multiple 
Program Multiple Data (MPMD). In SPMD structure, there 
is only one source program and each processor will execute 
a copy of the program. While the structure of the MPMD, 
there are several sources of programs and each processor 
execution in different programs [2-5]. 

 
Parallel programming is a computer programming 

technique that allows the execution of commands or 
operations simultaneously in both the computer with a 
single processor or many processors with parallel machines 
CPU. The main purpose of parallel programming is to 
improve computing performance. The more things can be 
done simultaneously (in the same time), the more work can 
be completed. Parallel computing requires such algorithms, 
programming languages and compilers. 

 

A. PVM 
 

PVM is software that makes your computer into a bunch 
of looks like a large virtual computer system. A set of 
computers that will be involved in the problem solving 
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process should be defined in advance, in order to perform its 
functions. The computers involved in computing could be 
homogeneous, with the same platform, or heterogeneous, 
with different platforms, the origin of them can 
communicate with each other. PVM can handle all shipping 
processes, conversion of data and task scheduling. 

 
PVM system is composed of two parts, the first part is a 

daemon named PVMD. PVMD activated on each computer 
that will form a virtual machine. The second part is the 
routine library PVM interface that contains a collection of 
primitive commands to operate the processes of the library. 
Library is routinely used in parallel application programs 
written in the C programming language, C ++, or 
FORTRAN 77. The application in the programming 
language C and C ++ libraries are connected through 
libpvm3.lib, whereas the application in the programming 
language FORTRAN 77 can take routines in libfpvm3. lib 
[6]. 

 
PVM provides the facility to create a number of 

processes that do not depend on the number of processors. 
Each process is identified using a code (task ID) and 
mapped to the processor automatically, or it can also be set 
by the programmer. PVM programs are generally governed 
by the master-slave models, which is a process that is 
executed first became master and turn on the entire client by 
calling PVM_Spawn. The routine will automatically run all 
processes in the system PVM. Another way to run the 
process is to call a routine that returns a code PWM_Mytid 
task ID of the process. Before the exit of the PVM system, 
all client processes must be switched off from PVM by 
calling the routine PWM_Exit. 

 
Communication between processes in the system 

message passing PVM carried out using PVM routine 
commands like PWM_Send and PWM_Recv. All the 
routine delivery of messages is done asynchronously, while 
all routine receipt of the message can be either synchronous 
or asynchronous. There are three stages in sending a 
message in PVM, namely: 
1. Initialize buffer with regular delivery PWM_Initsend 
2. Pack the contents of the message into the buffer by 

calling the routine PWM_pk *. The data can be of type 
byte packed, complex, double, float, integer, and 
character. The types declared by replacing the "*" and 
give the appropriate type for each parameter in the 
routine pvm_pk *. For example, the data to be packed 
type float, then use pvm_pkfloat. 

3. Send the message to the destination processor by calling 
PWM_send or PWM.cast process that receives the message 
must open the message packet in the receiving buffer in 
accordance with the format of message delivery [7]. 
 

PVM also provide routine PVM setup to set options in 
the PVM system, such as printing an error message 
automatically, the level of debugging (debugging level), and 

the method of setting the lines of communication. The most 
common example of the use of PWM_setopt is allowing 
direct communication between the task in PVM. 
PWM_setup (PVMR) route, PvmRouteDirect). With this 
command automatic communication bandwidth in the 
network will be duplicated 

B. MPI 
According to [6], in the implementation using the MPI 

library functions that can be called from the program C, C 
++, or Fortran. Almost the same as PVM, MPI is also 
portable to a variety of architectures. One of the latest 
implementation at the time of writing this paper that runs in 
the Windows environment is MPICH. Judging from the 
application side, MPI can only be used with the model of 
the single program multiple data (SPMD), while the PVM 
can be used with SPMD models and multiple program 
multiple data (MPMD). SPMD model is physically 
indicated by program master and slave are fused, while 
MPMD program is indicated by a separate master and slave, 
so the slave can undertake the task vary from one node to 
another node. 

 
MPI is a programming technique that is based on data 

parallel with Single Program Multiple Data (SPMD). The 
point is that each process executes the same program but 
using different data. For sharing data, a process explicitly 
transmits data to the receiver which also receives data 
explicitly. MPI is not a new programming language, but 
MPI is a subprogram library that can be called from C and 
Fortran program 77. There are two implementations of MPI 
for the grid: GridMPI made by the National Institute of 
Advanced Industrial Science and Technology (AIST) and 
MPICH- G2 created by Argonne National La boratory 
(ANL). GridMPI is the implementation of MPI for the 
distance between computers up to 500 miles connected to a 
network speed of 1 to 10 Gbps while MPICH-G2 is MPI 
implementations using the Globus Toolkit (grid computing 
middleware standards) in a WAN environment [8]. 

 
Abstraction application program created by the user 

declared in the layer API. Library functions are available on 
the MPI stated in the header mpi.h. MPI activation starts by 
running the command MPI_Init (& argc, & argv); the main 
program, followed by determining the ranking of each node 
that runs an application program with command 
MPI_Comm_rank (MPI_COMM_WORLD, & my_rank); 
my_rank is a positive integer, zero means the program is 
running on the master computer, otherwise worth is not 
equal to zero means the program is running on the slave 
computer. MPI_COMM_WORLD is a constant that has 
been defined to control the processes that exist at the time of 
MPI starts. To determine the number of processors (node) 
that actively uses the command MPI_Comm_size 
(MPI_COMM_WORLD, & p) [9]. 

 
Communication is done sequentially from the top layer 

to the physical layer; on the receiver side opposite applies, 



 

that is, from the physical layer to the top. For example there 
MPI_Send command (message, strlen (message) +1, 
MPI_CHAR, dest, tag, MPI_COMM_WORLD); message 
(message) along strlen (message) +1 and the type of 
character (MPI_CHAR) is sent to the destination processor 
(dest). At ADI layer of the message received by 
Send_handle namely controlling data transmission in the 
lining of the ADI, then the Device Channel layer packet is 
received by the controller MPID_SendControl and 
MPID_SendChannel. Furthermore, the low-level layers of 
the communication device carried by the protocol available. 
For example MPICH runs on Windows 2000, the protocol 
used is TCP/IP. On the receiver side, the communication 
layer or channel controller device interface has 
MPID_ControlMsgAvail and MPID_RecvAnyControl. Both 
of these controllers forward the packet to a layer of ADI. At 
this layer, there are two controllers, namely: 
PostedRecv_Handles and UnexpectedRecv_Handles, each 
of which is used to determine the delivery of packets 
transmitted with right and wrong. Furthermore, at the 
application layer, the data is received by the command 
MPI_Recv (message, len, MPI_CHAR, source, tag, 
MPI_COMM_WORLD, & status) and to terminate the MPI 
used MPI_Finalize command. Figure 1 shows architecture 
of parallel computer [10-12]. 

 

 
 

Fig, 1. Architecture of parallel computer. 
 

III. RESERACH METHODOLOGY 
In the methodology of this research it can be concluded 

that the problems faced are not optimal resource usage. The 
methodology can be used to increase the availability of a 
server is to create a load balancing cluster. With the server 
cluster is able to overcome the problems encountered over 
dependence faced by her agency itself. Given these resource 
it can be built a cluster that can help performance in terms 
of infrastructure and others. The cluster itself also works to 
increase performance and also stability workings of the 
system itself. Job descriptions will be explained in the 
framework that will explain the procedures and steps - steps 
that AKN faced in building this server cluster. The initial 

stage is to analyze and design what - what is needed in the 
construction of these server clusters. Then precede with the 
test results together with a report on the performance of the 
cluster in a table [13-14]. Figure 2 shows a research 
framework in this study. 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

Fig. 2. Research framework. 

IV. RESULTS AND DISCUSSION 
 In the discussion section, the authors will display any 
related artifacts of every process and activity undertaken at 
each phase of the methodology according to the DAD. Each 
phase has a goal process activity, where the activity of these 
processes and produce artifacts or applications built 
documentation. As mentioned above, DAD divide the stages 
of software development becomes inception, construction 
and transition. 

4.1 Topology design 

For cluster topology design is almost the same as the 
topology of grid computing. In this case, the cluster has one 
master and several nodes / client / slave which will be 
managed by the master cluster. Almost all large companies 
have implemented since the beginning of their computing 
cluster built. 

 In the figure 3 shows is used by enterprise-scale 
institutions to manage the webserver that is the heart of their 
investment in the competition in cyberspace. To build a 
parallel computing for corporate, usually there are vendor 
who are willing to wake or provide these facilities at 
considerable cost relatively high. Some vendors include 
IBM, Microsoft, Dell, and other major vendors. Figure 3 
also shows that can be explained that the purpose of the 
cluster is to back up the webserver rapid access to funds to 
help node in front of him, so that the database and file 
sharing that is used can be accessed and assisted by rapid 
cluster. 
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Fig. 3. Topology load balancing for enterprise. 

 

The rendering of the results we've been getting the value 
of the rendering and the allocation of resources that we use 
when rendering. The results can be seen in figure 4.  

 
Fig. 4. Rendering timing result. 

 Some test results then we will make conclusions and we 
will measure the value Amdahl's law to find how much the 
value of the series contained in the CPU which cannot be 
contested. For the results of the rendering, we can deduce 
the cluster results into Table 1 proficiency level: 

 

4.2. Amdahl Law 

Having obtained the results of the speedup we have used 
above, then we need to determine the value of the series that 
does not affect the parallel processing. Serial values are 
useful determine what percentage of the process that are not 
affected from parallel processing results in terms of both 
hardware and software. As for Amdahl's Law is: 

 

 
Sp  =  SpeedUp yang didapat dengan P buah procesor 
f   =  Bagian dari program yang harus dieksekusi secara 
serial (0..1)   
 
Hukum Amdahl untuk 2 node : 
 

 

 

 

 
1,17 f + (1,17/2) [1-f] = 1 
1,17 f + 0,58 – 0,58f  = 1 
0,58 f    =  1 – 0,58 
0,58 f     =  0,42 
f    =  0,42 / 0,58 
f    =  0,72 dijadikan persen : 
f   = 0,72 *100% 
f   = 72 % 
 

TABLE 1. RENDERING RESULTS WITH 2 NODES 

 
 

V. CONCLUSION 
 The entire cluster can be run in accordance with the 
desired and the results of the rendering speedup how we get 
the data needed for parallel processing or clustering. The 
results of testing 2 or 3 node exists, we have got what 
percentage of the value contained in the serial parallel 
processing though not so valid because of limitations. With 
the value of the series, we can conclude there is still a 
considerable value for parallel processing that cannot be 
contested. The values of this series are located in two layers, 
namely: software and hardware. Value serialized in 
software, there are some instructions that are not affected by 
the process of clustering or parallel processing. Instruction 
or algorithm that is applied in parallel processing is 
inviolable. Also in the operating system it in clusters or 
parallel processing does have limitations to instruct the 



 

command is executed. The value serialized in hardware can 
be regarded as limitations Ethernet card, cable used and also 
some other factors. In order to get the fraksial more 
significant or more valid, it can be proved by building a 
cluster with 10 nodes or additional multiple nodes again. To 
prove the serial process that cannot be contested can we 
prove it by opening the cluster coding process which is 
considered the series and can be further analyze. 
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